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Abstract
A backstepping controller for a permanent magnet synchronous motor (PMSM) with a nonlinear load is devised. In order to improve the control law dynamics a technique introduced by Freeman and Kokotovic is adapted for the special application. The PMSM has been modelled with special consideration of the cross coupling effect. As compared to the conventional speed control approach higher precision in following a speed reference signal is achieved. The effect of high control law dynamics can be attenuated by proper forming of the Lyapunov function. By the use of simulation the effectiveness of the approach is demonstrated.
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1. INTRODUCTION

Nonlinear systems are a special challenge for every control engineer. A PMSM with a constant load is a nonlinear system that can be made linear by an appropriate decoupling network. This situation changes as far as nonlinear loads are concerned. We want to devise robust control laws for a PMSM with an uncertain nonlinear load. That means that we know only upper and lower bounds of the speed-torque characteristic of the load (for example a rotary pump) but not the characteristic itself. A robust control system should cope with different kind of uncertainties of the underlying process to be controlled. The achieved precision in a speed tracking application should be enhanced by use of the introduced approach. At the same time the control law amplitude and dynamics should be contained within a reasonable range.

Backstepping is a powerful control technique for nonlinear systems in strict feedback form \([1, 2]\) and the number of articles dealing with applications of this method is increasing. We refer exemplary to \([3], [4]\) and \([5]\). There exist different methods to cope with uncertainty. The two main classes are adaptive methods and robust methods. As far as speed control of a PMSM is concerned different authors have developed approaches for adaptive backstepping. In \([6]\) a feedback linearisation approach is used to partially simplify the system and to obtain the standard form for backstepping control design. Then an asymptotically stable adaptive backstepping speed controller is devised. The results following a certain speed reference of the adaptive backstepping controller are compared with the results of the pure feedback linearisation controller. \([7]\) discusses an adaptive backstepping approach for a PMSM by neglecting the electrical properties.

Adaptive control is based on the assumption that the unknown parameters are constant or only slowly time varying. Robust control deals with parameters which are time varying within certain bounds. The knowledge of the bounds is essential. An inherent feature of robust backstepping is its aggressive non smooth control law. In \([8]\) an approach unifying the
adaptive and robust technique is presented. The parameters are divided into nearly constant parameters with a wide range of variation and parameters with less deviation from its rated values. The first kind of parameters is treated with an adaptive technique and the second kind by using robust techniques. A simplification of the controller design and reduction of the control authority is obtained.

This article introduces another method: Robust backstepping with appropriate measures to counteract the high control amplitudes and high control law dynamics. Since backstepping is a Lyapunov function based control technique, special forming of the Lyapunov function leads to better (softer) control laws. The idea behind a special forming of the Lyapunov function is to relax the requirements on the Lyapunov function itself: The Lyapunov function is no longer just the sum of the square of single states (in any coordinate system). Thereby we gain a softer control law. We want to show within this article how the concept can be applied to a PMSM and are one step before the application by showing the validness of the method by simulation runs. The method guarantees high tracking precision by reasonable control authority without any adaptation of parameters. The contribution of this article is the application and adaptation of the method to the peculiarities of the PMSM.

Precise modelling of the PMSM is an art of its own. As representative for other occurring effects of the PMSM we have modelled the implications of cross coupling and current dependent inductivities.

2. MATHEMATICAL MODEL OF THE PMSM

Fig. 1 shows the cross-section of a PMSM (N and S denotes the North- and South Poles of the permanent magnets) and the definition of the synchronous \((d,q)\) reference frame, which is the basis for the following considerations.

The per unit (p.u.) stator voltage equations of the PMSM [10],[11] in a synchronous reference frame is characterized by

\[
\begin{align*}
    u_{sd} &= r_{sd} i_{sd} + \frac{\partial \psi_{sd}}{\partial t} + o_m \psi_{sd} \\
    u_{sq} &= r_{sq} i_{sq} + \frac{\partial \psi_{sq}}{\partial t} + o_m \psi_{sq}
\end{align*}
\]  

(1)

where \(u_{sd}, u_{sq}, \psi_{sd}, \psi_{sq}, i_{sd}, i_{sq}\) are the p.u. stator \(d\) and \(q\) axis voltage, flux linkage and current, \(r_s\) is the p.u. stator resistance, \(o_m\) is the p.u. rotor angular velocity and \(\tau\) is the p.u. time.

The stator flux linkage viewed in a synchronous reference frame is given by (2).

\[
\begin{align*}
    \psi_{sd} &= \ell_{sd} i_{sd} + \psi_n \\
    \psi_{sq} &= \ell_{sq} i_{sq}
\end{align*}
\]  

(2)
where $\ell_{Sd}$ and $\ell_{Sq}$ are the p.u. $d$ and $q$ axis inductances and $\psi_m = |\psi_m|$ is the p.u. permanent magnet flux linkage.

The definition of the $d$-$q$ reference frame with respect to the stationary ($\alpha, \beta$) reference frame and the stator flux linkage (2) (in case of $i_S = ji_{Sq}$) is illustrated in Fig. 2. $\gamma_m$ denotes the actual rotor angle.

![Figure 2: Definition of the synchronous ($d, q$) reference frame and the stator flux linkage.](image)

The p.u. torque in $d$-$q$ coordinates becomes

$$t = \psi_{dSd} + (\ell_{Sd} - \ell_{Sq})i_{dSd}i_{dSd}$$

(3)

In order to complete the description of the PMSM the mechanical equation is necessary:

$$\frac{d\omega_m}{d\tau} = \frac{1}{\tau_m}(t - t_{load}(\omega_m))$$

(4)

where $\tau_m$ and $t_L$ are the p.u. moment of inertia and the p.u. load torque.

So far, no assumption was made regarding the inductances $\ell_{Sd}$ and $\ell_{Sq}$. The iron saturation can be easily considered by assuming the inductances dependent on the currents. Since cross coupling is taken into account each inductance is dependent on both, $i_{Sd}$ and $i_{Sq}$ [6]. Therefore, the general approach to consider saturation and cross coupling is:

$$\psi_{Sd} = \ell_{Sd}(i_{Sd}, i_{Sq}) \cdot i_{Sd} + \psi_m$$

$$\psi_{Sq} = \ell_{Sq}(i_{Sd}, i_{Sq}) \cdot i_{Sq}$$

(5)

Applying (5) to (1) and using the derivation rules the voltage equations can be written as:

$$u_{Sd} = r_Si_{Sd} + (\ell_{Sd} + a_{Sd}i_{Sd}) \frac{d}{d\tau}i_{Sd} + i_{Sd}a_{dSd} \frac{d}{d\tau}i_{dSd} + \omega_m \ell_{Sd}i_{Sd}$$

$$u_{Sq} = r_Si_{Sq} + (\ell_{Sq} + a_{Sq}i_{Sq}) \frac{d}{d\tau}i_{Sq} + i_{Sq}a_{qSd} \frac{d}{d\tau}i_{dSd} + \omega_m (\ell_{Sq}i_{Sd} + \psi_m)$$

(6)

where

$$a_{Sd} = \frac{\partial \ell_{Sd}}{\partial i_{Sd}}, \quad a_{dSd} = \frac{\partial \ell_{Sd}}{\partial i_{dSd}},$$

$$a_{Sq} = \frac{\partial \ell_{Sq}}{\partial i_{Sd}}, \quad a_{qSd} = \frac{\partial \ell_{Sq}}{\partial i_{dSd}}.$$

(7)

This leads to the following mathematical model of the PMSM:
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\[
\begin{bmatrix}
\frac{d}{dt} i_{sd} \\
\frac{d}{dt} i_{dq}
\end{bmatrix} = 
\frac{1}{\Delta} 
\begin{bmatrix}
\tilde{L}_{sd} + \tilde{a}_{sd} i_{sd} & -\tilde{a}_{sd} i_{sd} \\
\tilde{L}_{sd} + \tilde{a}_{sd} i_{sd} & \tilde{L}_{dq} + \tilde{a}_{dq} i_{dq}
\end{bmatrix}
\begin{bmatrix}
u_{sd} - \tilde{r}_{sd} i_{sd} + \omega_{n} \tilde{L}_{sd} i_{sd} \\
u_{dq} - \tilde{r}_{dq} i_{dq} - \omega_{n} (\tilde{L}_{sd} i_{dq} + \tilde{r}_{dq} i_{dq})
\end{bmatrix}
\]

\[
\Delta = i_{sd} \frac{d}{dt} i_{sd} + \tilde{i}_{sd} \frac{d}{dt} i_{sq} + i_{sq} \frac{d}{dt} i_{dq} + (\tilde{a}_{sd} \tilde{a}_{dq} - \tilde{a}_{dq} \tilde{a}_{sd}) \psi \frac{d}{dt} i_{sd}
\]

(8)

where \(\sim\) indicates the parameters which are changeable during the operation of the PMSM.

This model has been used for the simulation. The parameters \(r_s\) and \(\psi_m\) have to be accepted as temperature dependent and therefore also as changeable during the operation of the PMSM.

3. ROBUST BACKSTEPPING CONTROL FOR A PMSM WITH NONLINEAR LOAD

The conventional control scheme for a PMSM consists of a decoupling network and a linear controller. Since we want to examine cases in which the nonlinear nature of the control task has to be taken into account, we focus our attention on a PMSM coupled with a nonlinear load and we assume that the exact characteristic is unknown (uncertain) but bounded by some lower and upper characteristics:

\[
\begin{align*}
t_{\text{load,upper}}(\omega_m) &= \omega_m^2 - 0.4 \omega_m + 0.09 \\
t_{\text{load,lower}}(\omega_m) &= 0
\end{align*}
\]

(9)

Fig. 3 shows the bounding characteristics and some characteristic curve described by these bounds.

![Figure 3: Speed torque characteristics with lower and upper border.](image)

These characteristics could describe a rotary pump or a ventilator.

Backstepping is a recursive design procedure. In each step of the iteration we get a more complicated virtual control law. During the last step we get the control law itself. Cause of lack of space we omit the basics of backstepping and focus our attention to the specialities of this application. We refer to [1], [2] and [12] for more details. The crosscoupling effect has been omitted during this approach but considered during simulation. In order to design the backstepping controller we choose different coordinates [12]. This model of the PMSM is a
square multivariable system (inputs: $u_{sd}, u_{sq}$, outputs: $\omega_m, i_{sd}$). $i_{sd}$ should be driven to zero in order to avoid demagnetization. We define the first set of the so called “backstepping controller coordinates” as

$$z_{11} = \omega_m - \omega_{m,\text{ref}}(\tau),$$
$$z_{21} = i_{sd} \quad (10)$$

where $z_{11}$ is the speed tracking error. In the ideal case both coordinates $z_{11}, z_{21}$ should equal 0. Then the speed of the PMSM would equal the reference speed and the stator current in the d-direction would vanish.

The first derivatives regarding time using (8) are:

$$\dot{z}_{11} = \frac{\psi_m i_{sq} + (\ell_{sd} - \ell_{sq}) i_{sd} i_{sq} - i_{load} \omega_m}{\tau_m} - \frac{d\omega_{m,\text{ref}}(\tau)}{d\tau},$$
$$\dot{z}_{21} = \frac{u_{sd} - r_s i_{sd} + \omega_m \ell_{sq} i_{sq}}{\ell_{sd}} \quad (11)$$

We assume as next step the following virtual inputs [12]:

$$v_1 = \frac{\psi_m i_{sq} + (\ell_{sd} - \ell_{sq}) i_{sd} i_{sq}}{\tau_m},$$
$$v_2 = u_{sd} \quad (12)$$

The second set of the controller coordinates is defined as (since in the time derivative of $z_{21}$ we found already the input $u_{sd}$, there is no $z_{22}$):

$$z_{12} = v_1 - \alpha_{11} \quad (13)$$

where $\alpha_{11}$ is the virtual control law of the first step of the backstepping design procedure. Inserting (3), (4) into (2) we get:

$$\dot{z}_{11} = z_{12} + \alpha_{11} - \frac{i_{load}(\omega_m)}{\tau_m} - \frac{d\omega_{m,\text{ref}}(\tau)}{d\tau} \quad (14)$$

A reasonable choice for the first virtual control law is:

$$\alpha_{11} = -c_{11} z_{11} - d_{11} \int_0^\tau z_{11} d\tau - \tanh(\sigma_{11} z_{11}) \frac{i_{load,\text{upper}}(\omega_m)}{\tau_m} + \frac{d\omega_{m,\text{ref}}(\tau)}{d\tau} \quad (15)$$

where $c_{11}$ and $d_{11}$ are positive controller parameters.

Validity of this choice of virtual control law can be demonstrated by a Lyapunov argument. The term $\frac{i_{load,\text{upper}}(\omega_m)}{\tau_m}$ is a robust extension and added to handle the uncertain nonlinear load, $\tanh(\sigma_{11} z_{11})$ is used instead of $\text{sign}(z_{11})$ in order to counteract a too aggressive behaviour of the controller, $\sigma_{11}$ is a form parameter determined by simulation runs. We get as consequence of this choice ultimate bounded stability instead of global asymptotic stability of the origin in $z$-coordinates. By using (14) and (15) the dynamics of $z_{11}$ therefore becomes:
\[ \dot{z}_{11} = -c_{11} z_{11} - d_{11} \int_0^t z_{11} d\tau + z_{12} - \tanh(\sigma_1 z_{11}) \frac{l_{\text{load, upper}}(\omega_m)}{\tau_m} - \frac{l_{\text{load}}(\omega_m)}{\tau_m} \]  

(16)

Since backstepping is a recursive design procedure the next steps are intelligible, we compute the time-derivative of (6).

\[ \dot{z}_{12} = b_1 - d_1 = \frac{d}{dt} \left( \frac{\psi_{d} l_{m} + (l_{s} - l_{m}) l_{a} l_{m}}{\tau_m} \right) - \frac{d_{11} z_{11} - d_{11} \int_0^t z_{11} d\tau - \tanh(\sigma_1 z_{11}) \frac{l_{\text{load, upper}}(\omega_m)}{\tau_m} + \frac{d_{\omega_m}(\omega_m)}{d\tau} \right) \]  

(17)

An analytical computation of the time derivative of all terms in (17) is possible. Since the time derivative contains the input variables, this is the last step of the procedure. Again we determine a desirable dynamics of the backstepping controller coordinate:

\[ \dot{z}_{12} = -c_{12} z_{12} - z_{11} + \Delta_{\text{unc}} - \tanh(\sigma_2 z_{12}) \Delta_{\text{upper-bound}} \]  

(18)

where \( c_{11} \) and \( \sigma_2 \) are positive controller parameters and in \( \Delta_{\text{unc}} \) are collected all uncertain parts of (17). \( \Delta_{\text{upper-bound}} \) is an expression that dominates \( \Delta_{\text{unc}} \) in the sense of \( \Delta_{\text{upper-bound}} > |\Delta_{\text{unc}}| \).

If we evaluate (17),(18) and (11) we get a matrix inequality for \( u_{sd}, u_{sq} \) of the kind:

\[ A \begin{bmatrix} u_{sd} \\ u_{sq} \end{bmatrix} = \begin{bmatrix} f_1(z_{11}, z_{12}, z_{21}, \ldots) \\ f_2(z_{11}, z_{12}, z_{21}, \ldots) \end{bmatrix} \]  

(19)

with

\[ A = \begin{bmatrix} l_{d} (l_{d} - l_{m}) & \frac{\psi_{m}}{l_{d}} + \frac{l_{a}(l_{d} - l_{m})}{l_{m}} \\ \frac{l_{a} \tau_{m}}{l_{d}} & \tau_{m} \\ \frac{1}{l_{d}} & 0 \end{bmatrix} \]  

(20)

In a reasonable operating region \( \det(A) \neq 0 \) we can compute directly from (19) the stator voltage applied by the controller.

To complete the discussion we discuss stability of the approach, but we limit the discussion to the case of a certain load with no robust extension in the backstepping control law. In order to show stability the following Lyapunov function is introduced:

\[ V = \frac{1}{2} \left( z_{11}^2 + z_{12}^2 + z_{21}^2 + d_{11} \gamma_1^2 + d_{21} \gamma_2^2 \right) \]  

(21)

where \( \gamma_1 = \int_0^t z_{11} d\tau \) and \( \gamma_2 = \int_0^t z_{21} d\tau \).

We obtain a linear control system dynamics in the case of exact backstepping as follows:

\[ \begin{bmatrix} \dot{z}_{11} \\ \dot{z}_{12} \\ \dot{z}_{21} \\ \dot{\gamma}_1 \\ \dot{\gamma}_2 \end{bmatrix} = \begin{bmatrix} -c_{11} & 1 & 0 & -d_{11} & 0 \\ -1 & -c_{11} & 0 & 0 & 0 \\ 0 & 0 & -c_{21} & 0 & -d_{21} \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} z_{11} \\ z_{12} \\ z_{21} \\ \gamma_1 \\ \gamma_2 \end{bmatrix} \]  

(22)
The system described by this state equation is stable as long as all the controller parameters are positive. In the case of robust backstepping the entire system dynamics is no longer linear and stability in this case can also be checked by the use of a standard Lyapunov argument [2].

4. IMPROVING CONTROL LAW DYNAMICS BY LYAPUNOV FUNCTION FORMING

Since we want to have a smooth and non aggressive control law, we apply a method formally introduced by Freeman and Kokotovic [13]. Square-type Lyapunov functions are very common cause of their special suitability for treatment. A slight alteration incorporates also the aspect of wellshapedness of the control law. The idea behind this “soft” approach is simple and tricky at the same time.

In order to establish Lyapunov functions which reduce the high dynamics of the control law we split the state space (in backstepping controller coordinates $z_{11}, z_{12}, z_{21}, z_{22}$) in different regions which are characterized by different control laws. In Fig. 4 a reasonable splitting for two dimensions ($y_1 = 0, y_2 = 0, z_{21} = 0$) is shown. The border functions are chosen as:

$$r_{1,0}(z_{11}) = \begin{cases} 
\frac{b(z_{11} - a)^2 + a}{a} & z_{11} < -a \\
\frac{a}{a} & z_{11} \geq -a
\end{cases}$$

$$r_{1,0}(z_{11}) = \begin{cases} 
\frac{-b(z_{11} - a)^2 - a}{a} & z_{11} \geq a \\
\frac{a}{a} & z_{11} < a
\end{cases}$$

$b, a$ are parameters of the algorithm which have to be chosen appropriately. We found good values by simulation runs.

![Figure 4: Splitting the state space into different regions to improve control law dynamics.](image)

Instead of using the normal square-type Lyapunov function:

$$V = \frac{1}{2} x^T T x = \frac{1}{2} (z_{11}^T + z_{12}^T + z_{21}^T + d_1 y_1^T + d_1 y_2^T)$$

we use a slightly different Lyapunov function which depends on the region:

$$V = \begin{cases} 
\frac{1}{2} (z_{11}^T + (z_{12} - r_{10}(z_{11})) + z_{21}^T + d_1 y_1^T + d_1 y_2^T) & (z_{11}, z_{12}) \in \text{region}^* \\
\frac{1}{2} (z_{11}^T + z_{12}^T + z_{21}^T + d_1 y_1^T + d_1 y_2^T) & (z_{11}, z_{12}) \in \text{region}^2 \\
\frac{1}{2} (z_{11}^T + z_{12}^T - r_{10}(z_{11})) + z_{21}^T + d_1 y_1^T + d_1 y_2^T) & (z_{11}, z_{12}) \in \text{region}^3
\end{cases}$$
What does this mean geometrically? The interpretation of the Lyapunov function is equivocal. One interpretation is to consider the Lyapunov function as a penalty function. By choosing the new Lyapunov function (25) the penalty function is no longer the square of the distance to the origin in the \((z_{1u}, z_{1d}, z_{2u}, y_1, y_2)\) state space, but the square of the distance to some point on the \(z_{1d}\)-axes. This interrelation (in two dimensions) is shown in Fig. 5 for two different states.

![Figure 5: Interpretation of the Lyapunov function as the square of the distance to some point in the state space.](image)

This special forming of the Lyapunov function leads to a different control law. In each region of the state space \((z_{1u}, z_{1d}, z_{2u}, y_1, y_2)\) we get a different control law. These single control laws have a continuous transition at the region-borders.

The control law design according to this approach with a slightly changed Lyapunov function (25) is quite straightforward, just some few minor changes as opposed to the classical approach (10)-(20) have to be implemented.

### 5. SIMULATIONS AND RESULTS

In order to simulate the control concept an appropriate simulation environment for MATLAB/Simulink has been established. The PMSM and two control algorithms (conventional control with a decoupling network and soft robust backstepping control) have been implemented as s-functions. The soft robust backstepping control algorithm has been computed with MAPLE and then converted to an s-function (Conversions->Matlab). The soft robust backstepping algorithm has been implemented in the function mdlOutputs of a standard s-function. During simulation the cross coupling effect of the PMSM is taken into account. The power electronics is modelled with a time delay \(T_o\) for the \(d\)- and \(q\)-component of the stator voltage respectively:

![Figure 6: Modelling of the power electronics.](image)
The simulation model contains a continuous time part (the PMSM) and a discrete time part (the controller).

Figure 7: Simulation model of the introduced control concept.

The parameters for the simulation and the parameters of the PMSM are the following:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample time</td>
<td>$T_a = 5ms$</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>$r_s = 0.03$</td>
</tr>
<tr>
<td>Permanent flux</td>
<td>$\Psi_m = 0.9$</td>
</tr>
<tr>
<td>Time delay of the power electronics</td>
<td>$T_D = 20ms$</td>
</tr>
</tbody>
</table>

Following values of the parameters of the crosscoupling effect have been used for the simulation runs:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator inductivity d-direction</td>
<td>$l_{sd} = -0.05i_{sd} + 0.02i_{sq} + 0.37$</td>
</tr>
<tr>
<td>Stator inductivity q-direction</td>
<td>$l_{sq} = -0.02i_{sd} - 0.02i_{sq} + 0.41$</td>
</tr>
<tr>
<td>Cross-coupling coefficient d-&gt;d</td>
<td>$a_{dd} = -0.05$</td>
</tr>
<tr>
<td>Cross-coupling coefficient d-&gt;q</td>
<td>$a_{dq} = 0.02$</td>
</tr>
<tr>
<td>Cross-coupling coefficient q-&gt;d</td>
<td>$a_{qd} = -0.02$</td>
</tr>
<tr>
<td>Cross-coupling coefficient q-&gt;q</td>
<td>$a_{qq} = -0.02$</td>
</tr>
</tbody>
</table>

The controller parameters are as follows:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{11}$</td>
<td>10</td>
</tr>
<tr>
<td>$c_{12}$</td>
<td>10</td>
</tr>
<tr>
<td>$c_{13}$</td>
<td>20</td>
</tr>
<tr>
<td>$d_{13}$</td>
<td>200</td>
</tr>
<tr>
<td>$d_{21}$</td>
<td>20</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>1</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>1</td>
</tr>
<tr>
<td>$a$</td>
<td>0.05</td>
</tr>
<tr>
<td>$b$</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 8: Soft robust backstepping control with a load between the lower and upper bounding load characteristic.

From Fig. 8 and 9 can be seen that the tracking goal is achieved quite well. The tracking error is less than 7 ‰. This is achieved with different loads. In all simulations it is assumed that some parameters differ slightly from their assumed values:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Assumed Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator resistance</td>
<td>$r_{S, \text{meas}} = 0.035$</td>
</tr>
<tr>
<td>Permanent flux</td>
<td>$\Psi_{m, \text{meas}} = 0.7$</td>
</tr>
</tbody>
</table>

Figure 9: Soft robust backstepping control with the lower bounding characteristic (left) and the upper bounding characteristic (right) as load.

In Fig. 10 a conventional linear controller with decoupling network is compared to the soft robust backstepping approach. We notice that the tracking performance of soft robust backstepping approach is better than the conventional controller although this advantage has a more aggressive control law as consequence.
6. CONCLUSIONS

Heavy nonlinear load affecting a PMSM force the control engineer to reconsider the control design process. Backstepping is an especially suitable design technique in this case. An approach which introduces a new idea to the classic square-type Lyapunov function for backstepping control design has been adapted to the peculiarities of the PMSM and its describing equations. The approach leads to high precision in following a reference trajectory with reasonable control law amplitude (control authority) and dynamics. Since the approach is a robust control design technique no adaptation of parameters takes places. The determination of the optimal controller parameters is a difficult task, good parameter constellations have been found by simulation runs. The implementational effort for the introduced controller is high compared to conventional control solutions for the PMSM (with a decoupling network). For slight nonlinearities conventional linear control of the PMSM seems to be the better approach, but for heavy nonlinear load the applied method seems to be quite appropriate.

Next step would be the implementation on a real system. The validity and some advantages of the method have been shown in principle by the use of simulation. So the authors consider the paper as a step towards an applicable control method for a PMSM affected by a heavy nonlinear load with high demands on precision.
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