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Abstract
A numerical solution is presented to describe wave propagations in axially impacted helical springs. The governing equations for such problem are two coupled hyperbolic, partial differential equations of second order. The axial and rotational strains and velocities are considered as principal dependent variables. Since the governing equations are non-linear, the solution of the system of equations can be obtained only by some approximate numerical simulation. The finite element method, based on the Galerkin formulation, is applied to discretize the mathematical equations leading to a non-linear system of equations solved by an iterative Gauss substitution method. The computed results describe the evolution of axial and rotational strains and velocities, in different sections of the spring and show the interaction between axial and rotational waves. To validate the reliability of the model presented herein, the numerical results are compared with those of other workers obtained by the method of characteristics.
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1. INTRODUCTION

The helical spring is the simplest element which is used in the mechanical engineering and which can be found in many apparatuses, as the balances, the brakes and the suspensions. It makes it possible to maintain a tension or a force in a mechanical system, to absorb the shocks and to reduce the vibrations. To simplify the analysis; it is generally assumed that the material is elastic. The design of helical springs requires two stages as the static and dynamic. The analytical solution of the static response of cylindrical helical springs subjected to large deflections was achieved by Love [1].

The dynamic response of helical springs can be broadly characterized as linear or non-linear. In the past, the dynamic response is treated by restricting the analysis to small displacements about an equilibrium position. Therefore, the oscillatory system can be assumed to be linear. Costello [7] presents a work on the significance of torsional oscillations on the radial expansion of helical springs. In this work a linear theory was presented and the analytical solution, obtained by the Laplace transform, did indicate rather large radial expansion under impact. Ayadi and Hadji-Taïeb [2, 3] resolved numerically the linear model of Costello by using the method of characteristics and the finite difference method of Lax-Wendroff.

When a helical spring is subjected to a rather large impact loading, significant torsional oscillations can occur in the spring and the behaviour of the spring becomes non-linear. The one dimensional equations of motion, governing this behaviour, are derived in an article by Phillips and Costello [12].

Stokes [14] conducted an analytical and experimental program to investigate the radial expansion of helical springs due to longitudinal impact.
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In many research papers (Yilderim [15-17], Becker [18], Lee and Thomson [26], Mottershead [11]) the analysis of the dynamic response of elastic material springs is investigated using dynamic stiffness and transfer matrix methods. Equations of helical spring motion were used for predicting the natural frequencies.

Sinha and Costello [13] used a finite difference technique and the method of characteristics to solve numerically the non-linear partial differential equations in the time domain. They simplify the experimental velocity curve of the impacted end of the spring obtained by Costello [7]. The obtained results illustrate the axial and rotational strains only at the impacted end of the spring. However, the finite difference method results in too many oscillations.

Finite element solutions for complicated partial differential equations arising from various problems in applied mechanics are well documented in such books as those by Zienkiewicz and Taylor [23], Desai and Abel [21], and Norrie and de Vries [20]. This method has the attractive features of flexibility, generality, and consistency.

Cook and Young [6] used a simple finite element procedure to compute the deflection and state of stress in a closely-coiled helical spring. Dammak et al. [8] and Yutaka et al. [25] applied the finite element to determine the distribution of the stresses along the spring. Forrester [9] applied the finite element method to evaluate the stiffness matrix due to a unit axial load.

The purpose of the work described herein is to present a finite element solution for the one-dimensional dynamic response equations of helical springs. The solution method is described first, and then this is followed by some examples of the comparison of numerical results with those found in the work of Sinha and Costello [13]. The strain and velocity time-history for linear and non-linear models are presented and compared in some sections of the spring.

2. MATHEMATICAL MODELS

The equations which describe non-linear one-dimensional dynamic behaviour of helical springs can be adapted from the analytical model developed by Phillips and Costello [12]. Applying the theory of dimensional analysis and the momentum equations, to an element of spring between two sections \( x \) and \( x + dx \), submitted to axial force \( F \) and torque \( T \) (Fig. 1a) yields the following equations of spring motion:

\[
\frac{\partial^2 u}{\partial x^2} + \frac{b}{\partial x^2} = \frac{e}{\partial t^2}
\]

\[
\frac{\partial^2 u}{\partial x^2} + \frac{c}{\partial x^2} = \frac{e}{\partial t^2}
\]

where \( u \) is the axial displacement of the spring, \( \nu = r \theta \) is the rotational displacement of the spring, \( r \) is the radius of the spring helix in the unstretched position, \( \theta \) is the rotation of the spring, \( x \) is the axial co-ordinate along the spring and \( t \) is time. The coefficients \( a, b, c \) and \( e \), occurring in equations (1) and (2), are given by the expressions:

\[
a = \frac{r^2}{EI} \frac{\partial F}{\partial \delta e} = (v_x \sin \alpha + \cos \alpha) \sin \alpha \left\{ \frac{-v}{1 + v} (v_x \sin \alpha + \cos \alpha) + \frac{\cos^2 \alpha}{1 - (1 + u_x)^2 \sin^2 \alpha} \right\}^{3/2} \]

\[
b = \frac{r^2}{EI} \frac{\partial F}{\partial \delta \beta} = \frac{r}{EI} \frac{\partial T}{\partial \delta e} = \sin^2 \alpha \left\{ \frac{(1 + u_x) \cos^2 \alpha}{1 - (1 + u_x)^2 \sin^2 \alpha} \right\}^{1/2} \frac{\cos \alpha}{1 + v} - \frac{2v}{1 + v} (1 + u_x) (v_x \sin \alpha + \cos \alpha) \]

\[
c = \frac{r}{EI} \frac{\partial T}{\partial \delta \beta} = \sin \alpha \left\{ 1 - \frac{v}{1 + v} (1 + u_x)^2 \sin^2 \alpha \right\} \]

18
\[ e = \frac{Mr^2}{Eih} \]  

where \( h \) is the length of the spring in the unstretched position, \( E \) is the Young modulus of the spring material, \( M \) is the total mass of the spring, \( I \) is the moment of inertia of the wire cross section, \( \nu \) is Poisson's ratio of the spring material and \( \alpha \) is the helix angle of the spring in the unstretched position. Thus it is seen that the coefficients \( a, b \) and \( c \) are functions of the axial and rotational strains \( \varepsilon = u_x = \frac{\partial u}{\partial x} \) and \( \beta = \nu_x = \frac{\partial \nu}{\partial x} = r \frac{\partial \theta}{\partial x} \) and hence, the governing equations of motion are non-linear.

![Free body diagram of spring element](a) and Static deflection of helical spring (b) Figure 1: Helical spring description.

It can be seen from equations (3), (4) and (5) that when the strains are small, i.e. \( |u_x| << 1 \) and \( |\nu_x| << 1 \), these coefficients have the approximate constant values:

\[
a = \left(1 - \frac{\nu}{1+\nu} \cos^2 \alpha \right) \sin \alpha, \quad b = -\frac{\nu}{1+\nu} \sin^2 \alpha \cos \alpha, \quad c = \left(1 - \frac{\nu}{1+\nu} \sin^2 \alpha \right) \sin \alpha
\]  

and the equations of motion are rendered linear.

Since:

\[
\frac{\partial u_x}{\partial t} = \frac{\partial u_t}{\partial x} \quad \text{and} \quad \frac{\partial \nu_x}{\partial t} = \frac{\partial \nu_t}{\partial x}
\]  

equations (1) and (2) can be converted into a set of first order partial differential equations:

\[
\frac{\partial u_t}{\partial t} - \frac{a}{e} \frac{\partial u_x}{\partial x} - \frac{b}{e} \frac{\partial \nu_x}{\partial x} = 0
\]  

\[
\frac{\partial u_x}{\partial t} - \frac{\partial u_t}{\partial x} = 0
\]  

\[
\frac{\partial \nu_t}{\partial t} - \frac{b}{e} \frac{\partial u_x}{\partial x} - \frac{c}{e} \frac{\partial \nu_x}{\partial x} = 0
\]  

\[
\frac{\partial \nu_x}{\partial t} - \frac{\partial \nu_t}{\partial x} = 0
\]  

where \( u_x = \frac{\partial u}{\partial x} \) is the axial strain, \( u_t = \frac{\partial u}{\partial t} \) is the axial velocity, \( \nu_x = \frac{\partial \nu}{\partial x} \) is the rotational strain and \( \nu_t = \frac{\partial \nu}{\partial t} \) is the rotational velocity.
3. FINITE ELEMENT METHOD

For the present work, the finite element method, based on the Galerkin variational formulation, was used. Explanations of the general procedure can be found in such texts as Zienkiewicz and Taylor [23], Norrie and de Vries [20] and Buchanan [10].

The spring is divided into \( n \) equal elements with two nodes and four degrees of freedom per node \((u_t, u_x, v_t, v_x)\).

For each node \( i \), the adopted shape functions \( N_i^{(j)}(x) \) are the linear ones of the roof form is plotted in Fig. 2. These functions are defined by:

\[
N_i^{(j)}(x) = \begin{cases} 
\frac{x - x_{i-1}}{x_i - x_{i-1}} & \text{if } j = i - 1 \\
\frac{x - x_{i+1}}{x_{i+1} - x_i} & \text{if } j = i \\
\frac{x_j - x_i}{x_{i+1} - x_i} & \text{if } j \neq i - 1 \text{ and } j \neq i \\
0 & \text{if } j = i + 1 
\end{cases}
\] (13)

\( x_i \) and \( x_{i+1} \) indicates the node abscissa bounding the element \((i)\).

As it can be seen, \( N_i^{(j)} = 0 \) for all elements \((j)\) not bounded by node \(i\).

The variables \( u_t \), \( u_x \), \( v_t \) and \( v_x \) and the non constant coefficients \( a \), \( b \) and \( c \) are assumed to be linearly variable with \( x \) in each element \(i\), e.g.:

\[
u_t = N_i^{(i)}u_{t_i} + N_{i+1}^{(i)}u_{t_{i+1}} \quad a = N_i^{(i)}a_i + N_{i+1}^{(i)}a_{i+1}
\] (14)

The Galerkin procedure, as applied to equations (9) to (12) using finite elements, requires that (Dhatt and Touzot [5]):

\[
\sum_j \int_{L_j} N_i^{(j)} \left[ \frac{\partial u_t}{\partial t} - \frac{a}{e} \frac{\partial u_x}{\partial x} - \frac{b}{e} \frac{\partial v_x}{\partial x} \right] dx = 0
\] (15)

\[
\sum_j \int_{L_j} N_i^{(j)} \left[ \frac{\partial u_x}{\partial t} - \frac{\partial u_t}{\partial x} \right] dx = 0
\] (16)

\[
\sum_j \int_{L_j} N_i^{(j)} \left[ \frac{\partial v_t}{\partial t} - \frac{b}{e} \frac{\partial u_x}{\partial x} - \frac{c}{e} \frac{\partial v_x}{\partial x} \right] dx = 0
\] (17)

\[
\sum_j \int_{L_j} N_i^{(j)} \left[ \frac{\partial v_x}{\partial t} - \frac{\partial v_t}{\partial x} \right] dx = 0
\] (18)

in which \( L_j = \Delta x \) is the length of the spring element \((j)\).
Note that the sums of integrals in equations (15) to (18) are equivalently given as:

\[ \alpha \int_{x_{i-1}}^{x_i} N_i^{(i-1)}[ \partial x + \beta \int_{x_i}^{x_{i+1}} N_i^{(i)}[ \partial x = 0 \]  

(19)

in which \( \alpha = \beta = 1 \) for all interior nodes, \( \alpha = 0 \) and \( \beta = 1 \) for the first node \( i = 1 \) and \( \alpha = 1 \) and \( \beta = 0 \) for \( i = n + 1 \), the last node point.

If eq. (14) and the similar equations for the other linear functions together with the linear coefficients are all substituted into equations (15) to (18) then upon using equation (19) and carrying out the indicated differentiations, there results for interior node points:

\[ a_{i-1/3}(u_{x_{i-1}} - u_{x_i}) + b_{i-1/3}(v_{x_{i-1}} - v_{x_i}) - e \Delta x \left( \frac{\partial u_{x_{i-1}}}{\partial t} - 2 \frac{\partial u_{x_i}}{\partial t} \right) + a_{i+1/3}(u_{x_i} - u_{x_{i+1}}) \]

\[ + b_{i+1/3}(v_{x_i} - v_{x_{i+1}}) - e \Delta x \left( \frac{\partial u_{x_i}}{\partial t} - 2 \frac{\partial u_{x_{i+1}}}{\partial t} \right) = 0 \]  

(20)

\[ \frac{\Delta x}{6} \frac{\partial u_{x_{i-1}}}{\partial t} + \frac{2 \Delta x}{3} \frac{\partial u_{x_i}}{\partial t} + \frac{\Delta x}{6} \frac{\partial u_{x_{i+1}}}{\partial t} - \frac{1}{2}(u_{t_{i+1}} - u_{t_{i-1}}) = 0 \]  

(21)

\[ b_{i-1/3}(u_{x_{i-1}} - u_{x_i}) + c_{i-1/3}(v_{x_{i-1}} - v_{x_i}) - e \Delta x \left( \frac{\partial v_{x_{i-1}}}{\partial t} - 2 \frac{\partial v_{x_i}}{\partial t} \right) + b_{i+1/3}(u_{x_i} - u_{x_{i+1}}) \]

\[ + c_{i+1/3}(v_{x_i} - v_{x_{i+1}}) - e \Delta x \left( \frac{\partial v_{x_i}}{\partial t} - 2 \frac{\partial v_{x_{i+1}}}{\partial t} \right) = 0 \]

(22)

\[ \frac{\Delta x}{6} \frac{\partial v_{x_{i-1}}}{\partial t} + \frac{2 \Delta x}{3} \frac{\partial v_{x_i}}{\partial t} + \frac{\Delta x}{6} \frac{\partial v_{x_{i+1}}}{\partial t} - \frac{1}{2}(v_{t_{i+1}} - v_{t_{i-1}}) = 0 \]  

(23)

in which \( a_{i\pm1/3} = 2a_i + a_{i\pm1} \), \( b_{i\pm1/3} = 2b_i + b_{i\pm1} \), \( c_{i\pm1/3} = 2c_i + c_{i\pm1} \), and \( \Delta x = x_i - x_{i-1} \) is the space step size.

Since \( a_i, b_i \) and \( c_i \) are functions of \( u_{x_i} \) and \( v_{x_i} \), equations (20) to (23) form a coupled set of non-linear ordinary differential equations in time. In the linear case \( a_i = a \), \( b_i = b \) and \( c_i = c \) are constants and \( a_{i\pm1/3} = 3a \), \( b_{i\pm1/3} = 3b \) and \( c_{i\pm1/3} = 3c \).

To complete the development, it is necessary to repeat the preceding steps for the boundary equations.

Equations (20) to (23) combined with (3), (4) and (5) form an equation system with \( u_t, u_x, v_t \) and \( v_x \) as the unknowns. The final step in setting up equations (20) to (23) for solution is the formulation of the scheme for integration over time. A flexible and relatively simple technique involves approximate integration over a set of finite time intervals. The approximation results from assuming that the variation in time for variables not in a time derivative can be accounted for by writing the variables as weighted averages over time, e.g.:

\[ \bar{u}_{t_i} = u_{t_{i-1}}^{k-1} + \eta(u_{t_i}^k - u_{t_{i-1}}^{k-1}) \]

(24)

in which \( \bar{u}_{t_i} \) is the weighted average between time levels \( k - 1 \) and \( k \); and \( \eta \) is a parameter which affects the stability of the solution; \( 0 \leq \eta \leq 1 \). As an example, the first term in eq. (20) would be written \( \bar{a}_{i-(1/3)}(\bar{u}_{t_{i-1}} - \bar{u}_{t_{i+1}}) = (2\bar{a}_i + \bar{a}_{i-1})(\bar{u}_{t_{i-1}} - \bar{u}_{t_{i+1}}) \). Semi implicit Euler method is used to integrate the time derivatives over the time step \( (k - 1 + \eta)\Delta t \) to yield terms of the form:
In this expression, eq. (24) was used to replace $u^k_i$.

From the characteristic theory, the strain and velocity waves propagate in the spring with speeds given by (Ayadi et al. [4]):

$$c_s = \left[ \frac{(a+c) + \sqrt{(a-c)^2 + 4b^2}}{2ac-b^2} \right]^{-1/2} \quad \text{and} \quad c_f = \left[ \frac{(a+c) + \sqrt{(a-c)^2 + 4b^2}}{2ac-b^2} \right]^{-1/2}$$

$c_f$ is the fast speed of rotational waves ($\nu_x, \nu_t$) and $c_s$ is the slow speed of axial waves ($u_x, u_t$).

When linear theory is used, we obtain:

$$c_f = \sqrt{\frac{\sin \alpha}{e}} \quad \text{and} \quad c_s = \sqrt{\frac{\sin \alpha}{e(1+\nu)}}$$

These speeds are used to define the time step $\Delta t = t^k - t^{k-1}$ from the Courant-Freidrichs-Lewy [22] stability condition for finite difference approximations of hyperbolic equations:

$$c_f \frac{\Delta t}{\Delta x} \leq 1$$

Time integration of equations (20) to (23), which involves the use of equations (24) and (25), yields a set of non-linear equations that are frequently solved by using iterative algorithms. After assembly, we obtain the non-linear matrix system:

$$\begin{bmatrix} M_{11} & M_{12} & 0 & \ldots & 0 \\ M_{21} & M_{22} & M_{23} & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ M_{i-1} & M_{i} & M_{i+1} & \ldots & 0 \\ M_{i+1,i} & M_{i+1,i+1} & M_{i+1,i+2} & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & 0 & M_{n-1,n} & M_{n} \\ M_{n+1,n} & M_{n+1,n+1} & M_{n+1,n+2} & \ldots & 0 \\ 0 & \ldots & 0 & 0 & M_{n,n+1} \\ M_{n+1,n+1} & M_{n+1,n+2} & \ldots & 0 & 0 \\ \end{bmatrix} \begin{bmatrix} U_1 \\ U_2 \\ \vdots \\ U_i \\ U_{i+1} \\ \vdots \\ U_n \\ \end{bmatrix} = \begin{bmatrix} f_1 \\ f_2 \\ \vdots \\ f_i \\ f_{i+1} \\ \vdots \\ f_n \\ \end{bmatrix}$$

(29)

where:
- $M_{ij}$ is (4x4) matrix which is null if $k < i - 1$ or $k > i + 1$ else it depends of the unknowns of the problem \{\overrightarrow{u}_{k}, \overrightarrow{n}_{k}, \overrightarrow{n}_{k+1}, \overrightarrow{n}_{k+2}\} at the time $(k - 1 + \eta) \Delta t$ and $(k - 1) \Delta t$.
- $\{U_i\} = \{u_{i}, \overrightarrow{n}_{i}, \overrightarrow{n}_{i+1}, \overrightarrow{n}_{i+2}\}$ is the unknown vector at the node $i$ and the time $(k - 1 + \eta) \Delta t$.
- $f_i$ is a second member vector which depends of the unknowns of the problem at the time $(k - 1) \Delta t$.
- $M_{11}, M_{12}, M_{n+1,n}, M_{n+1,n+1}$ are (4x4) matrix which depends of the boundary conditions in the nodes 1 and $n + 1$.
- $f_1$ and $f_{n+1}$ contain the boundary conditions.

The final step in the procedure is the solution of the non-linear matrix system (29) written as a compact form:

$$[K[U]]U = \{f\}$$

(30)
where $\mathcal{U}$ is the solution at the time $(k - 1 + \eta)\Delta t$.

The solution of the system (30) is obtained using an iterative algorithm based on the Gauss substitution method (Scheid [19]). In this method a succession of solutions $\{\mathcal{U}^1\}, \{\mathcal{U}^2\}, \ldots, \{\mathcal{U}^m\}$ are constructed. $\{\mathcal{U}^m\}$ is calculated from $\{\mathcal{U}^{m-1}\}$ by solving the following linear system:

$$
\mathcal{K}\{\mathcal{U}^{m-1}\}\{\mathcal{U}^m\} = \{f\}, \quad m = 1, 2, \cdots
$$

(31)

with $\{\mathcal{U}\}^0 = \{\mathcal{U}\}^{k-1}$ ($\{\mathcal{U}\}^{k-1}$ is the solution at the time $(k - 1)\Delta t$).

The process is repeated until the convergence of solution. This is obtained when

$$
\left\|\{\mathcal{U}\}^m - \{\mathcal{U}\}^{m-1}\right\| \leq \epsilon \left\|\{\mathcal{U}\}^{m-1}\right\|,
$$

where $\epsilon << 1$.

The stability and the speed of convergence depend on three parameters which are the time increment $\Delta t$, the number of finite element $n$ and the value of $\eta$ which must satisfy the relation (28) and $\eta \geq 0.5$ (Richtmeyer and Morton [24]).

When the solution $\{\mathcal{U}\}$ is obtained at the time $(k - 1 + \eta)\Delta t$, eq. (24) permits us to obtain the solution $\{\mathcal{U}\}^k$ at the time $k\Delta t$.

4. NUMERICAL RESULTS FOR IMPACTED SPRING

Consider the hypothetical spring system shown by Fig. 1.b. The parameters of the spring are:
- the original length of spring $h = 48.26$ cm,
- the helix angle $\alpha = 0.141815$ rd,
- the radius of the spring $r = 17.32$ cm,
- the number of coils $n = 3$,
- the Poisson's ratio $\nu = 0.29$,
- the wire radius $r_f = 1.509$ cm,
- the Young’s modulus $E = 20.685 \cdot 10^6$ N/cm$^2$,
- the initial compression $A = 16.51$ cm and the mass of the spring $M = 19.146$ kg.

4.1 Initial conditions

The initial conditions are (Fig. 1.b):

$$
\begin{align*}
    u_x(x,0) &= -A/h \\
    u_t(x,0) &= 0 \\
    \nu_x(x,0) &= 0 \\
    \nu_t(x,0) &= 0
\end{align*}
$$

(32)

(33)

Figure 3: Helical spring boundaries.

4.2 Boundary conditions

The dynamic response studied here is due to a given velocity $\phi(t)$ at the impacted end of the spring $x = 0$ (Fig. 3). This velocity is used by Sinha and Costello [13] and is shown in Fig. 4.
The boundary conditions are:
\[ u_t(0,t) = \phi_1(t), \quad u_t(h,t) = 0, \quad u_t(h,t) = 0 \quad \text{and} \quad \nu_t(h,t) = 0 \]  
(34)

Figure 4: Axial velocity at the impacted end of the spring \( x = 0 \).

For the numerical resolution, a general-purpose computer program, based on the finite element method (FEM), is coded in FORTRAN to analyse the dynamic response of helical springs.

The spring is divided into \( n \) elements in the \( x \) direction: \( \Delta x = h/n \). For the present work, the figures illustrate the results obtained by the FEM with a number of elements \( n = 100 \) and \( \eta = 0.6 \).

4.3 The Wavespeeds

Fig. 5 represents the evolution of the wavespeeds, defined by equations (26) and (27), at some sections of the spring. When linear theory is used, the wavespeeds are constant. But, when the non-linear theory is applied, due to the non-linearity of equations (1) and (2), the wavespeeds are not constant. As it can be seen from Fig. 5, the fast rotational strain wave propagates with a wavespeed varying in the range \( 30.731 \leq c_f \leq 31.171 \) m/s and is always bigger than the linear wavespeed \( c_f = 30.55 \) m/s. While, the slow axial strain wave propagates with a wavespeed varying in the range \( 25.623 \leq c_s \leq 26.547 \) m/s and is always smaller than the linear value \( c_s = 26.898 \) m/s.

Figure 5: Slow and fast wavespeeds in the spring.
4.4 Numerical validation

To validate the concept of modelling retained herein, the evolution of axial and rotational strains at the end $x = 0$, following the loading imposed at this end, is presented in the Fig. 6. The results from the FEM show a good agreement with the numerical solution of Sinha and Costello [13] obtained by the method of characteristics.

![Graph comparing axial strain and rotational strain over time](image)

Figure 6: Comparison between the finite element method and the method of characteristics [13].

4.5 Physical interpretation of the wave propagation in the spring

Figs. 7 and 8 show the phenomena of linear and non-linear dynamic responses of the helical spring. The computed axial and rotational strains are plotted at some sections of the spring ($x = 0$, $x = h / 4$, $x = h / 2$, $x = 3h / 4$ and $x = h$). These results where obtained from linear and non-linear models using the finite element method. The evolution of strains would result from the velocity function applied at the impacted end, $x = 0$, and from the wave reflections at the two ends of the spring.

It can be noted from these figures that, at time $t = 0$, the end of the spring $x = 0$ is excited. Immediately, two waves of strains, one rotational $\beta$ and the other axial $\varepsilon$ propagate towards the end $x = h$ with two different speeds. The wave amplitudes depend on the excitation and geometrical and mechanical properties of the spring.

The axial and rotational strain waves, travelling along the spring, show amplification of these strains at the two ends of the spring generally attributed to the effects of reflections. That is, the reflected waves are more amplified than the incident ones. Moreover, the slow axial strain wave has a very clear influence on the rotational strain. In fact, the reflected fast rotational strain wave at the fixed end of the spring ($x = h$) causes rotational strain to rise. But, the reflected axial wave attenuates and limits the values of the rotational strain. The results indicate the influence of the axial strain wave on the behaviour of the rotational strain in the spring for the applied loading. This influence represents the Poisson coupling relating the axial to the rotational waves through the radial contraction or expansion of the spring. It is named after Poisson in connection with the contraction coefficient $\nu$. Poisson coupling leads to precursor waves. These are rotational-wave induced disturbances in the spring which travel faster and hence in front of, the axial waves. Due to this interaction mechanism, there is also an influence of the rotational wave on the axial strain, but it is not well demonstrated in figures because of scales.

Fig. 7 shows that there is some discrepancy between the linear and non-linear axial strain-time curves. As the linear speed is bigger than the non-linear one, the changes in the amplitude of the axial linear waves are produced before the changes of the non-linear ones. In opposite, for the rotational strain, as it can be seen in Fig. 8, the changes of the linear wave amplitudes are produced after the non-linear ones.
Figure 7: Axial strains in the spring.

Figure 8: Rotational strains in the spring.

Fig. 9 shows the evolution of axial and rotational velocities at the same sections of the spring \((x = 0, x = h/4, x = h/2, x = 3h/4\) and \(x = h\)) and for the considered loading.
The dynamic behaviour of the axial and rotational velocities indicates that the maximal positive velocity is the same in all sections of the spring. It is equal to the maximal value of the excitation at $x = 0$. But the minimal negative velocities are not the same for all sections of the spring.

The same conclusions may be drawn for the comparison between the linear and non-linear velocity waves in the spring.

In general, it can be noted that the values obtained for the rotational waves by the non-linear model are more important than those issued from the linear one.

As pointed by Phillips and Costello [12], the results of the plots show the necessity of solving the non-linear equations of motion for the spring under this type of loading. The linear theory is adequate for predicting the axial force in the spring but can lead to erroneous results in predicting the axial twisting moment and radial expansion of the spring.

5. CONCLUSION

The strain and velocity waves propagation in cylindrical helical springs made of elastic materials is investigated in this study. This problem is governed by two coupled non-linear partial differential equations of the hyperbolic type. When the strains are supposed small, the coefficients are constant and the equations of motion are rendered linear. The numerical finite element method, using the Galerkin technique, is employed to solve both linear and non-linear formulations. This method transforms the partial derivative equations into a non-linear system of equations solved by an iterative algorithm, based on the Gauss substitution method. The obtained results permit to analyze the evolution of axial and rotational strains and velocities in various sections of the spring due to an axial loading. Poisson-coupling induced rotational waves were predicted and observed. This coupling process indicates the influence of axial strain wave on the behaviour of rotational strain. To validate the reliability of the model presented, the numerical results were confronted successfully with the numerical solution of the studied problem obtained by the method of characteristics. The curves of the strains and velocities, in some sections of the spring, show that the amplitudes of axial and rotational waves depend on the excitation and the geometrical and mechanical characteristics of the spring. It can be seen from the calculated results that the linear theory is reasonably accurate as far as the axial strain is concerned but is in considerable error for investigating the rotational strain.

The framework developed in this paper can be continued to study the influence of the friction force on the behaviour of the strains and velocities in the spring.
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