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Abstract 

In order to find a novel method for solving the water resources scheduling problem more effectively, 
the strategies of supply chain management were introduced and the calculation model was established. 
Then, the artificial fish swarm algorithm was employed to solve this problem. To avoid the premature 
defect of the basic artificial fish swarm algorithm, the improved adaptive algorithm was proposed. 
And engineering practice and comparison with other scheduling algorithms show the efficiency of the 
method. The study provides a novel method for the water resource scheduling. 
(Received, processed and accepted by the Chinese Representative Office.) 
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1. INTRODUCTION 

With social progress and economic development, water demand is growing. Water supply and 
demand contradictions have become increasingly prominent [1]. It is more and more 
important for the reasonable scheduling scheme of water resource [2-4]. 
      The water resources scheduling problem centred in the reservoir was firstly proposed by 
Masse in 1940s [5, 6]. Over the past decades, with the hard work of the researchers, the study 
of water resources scheduling is gradually mature and more and more achievements are used 
to the engineering practice. Rockstrom introduced water resources scheduling in farm [7]. 
Arunkumar and Jothiprakash introduced chaotic evolutionary algorithms to multi-reservoir 
optimization [8]. Comair et al. proposed GIS-based system to guide water resources 
management [9]. Mortazavi et al. established multi-objective optimization model to schedule 
urban water resource [10]. Nouiri optimized the water resource management by using genetic 
algorithm [11]. In China, the electric power scheduling models of reservoir were established 
based on Markov theory and dynamic programming method, and were successfully used in 
the optimization scheduling of the hydropower station. Sun set up Soil and Water Assessment 
Tool (SWAT) model to assess crop yield and crop water productivity of the irrigation [12]. 
All these works promote the development of the related study. But, for the complex system of 
water resource allocation and scheduling, the traditional models and methods have these 
defects [13-15]: 

(1) The traditional theories and methods of water resource allocation and scheduling often 
pay more attention to the supply and demand side. They usually consider the intermediate link 
from the technical feasibility viewpoint only, such as the size of the pipeline, amount and type 
of the facilities. And the demands of the users, the cost to efficiency ratio and the quality of 
service are rarely considered. In fact, these should not be ignored. 

(2) The traditional methods usually use the cost to efficiency ratio to assess the efficiency 
of the allocation and scheduling. In reality, the allocation and scheduling is complex and often 
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cover many fields with different targets. The traditional models are difficult to achieve the 
“optimum” goal of the system. 

(3) Incomplete information is one of the bottlenecks in the complex system of water 
resource allocation and scheduling. Uncertainty will mislead the decision. The traditional 
methods usually ignore the information balance. 

(4) In the contract design, the traditional methods are not corresponding with the fact. 
We still have a long way to go in the selection of the scientific and reasonable water 

resources allocation and scheduling strategies and algorithms. 
      According to this, the optimization model based on supply chain management was 
established and the fish swarm algorithm was employed to settle the water resources 
scheduling problem. And according to the defects of fish swarm algorithm, the improved 
algorithm was proposed and employed to the water resources scheduling. Finally, the 
efficiency of the method was shown through the engineering application and the comparison 
with other scheduling algorithms. The difference between this work and the previous studies 
is that we introduced the supply chain management strategies and the artificial fish swarm 
algorithm was used to solve this problem. The significance is that this study proposed a novel 
method with higher efficiency for the water scheduling problem and it has a certain value in 
theory and practice for the water resource management. 

2. WATER RESOURCE SCHEDULING BASED ON SUPPLY CHAIN 

MANAGEMENT 

Now, the development of the water resource scheduling is from the “supply on demand”, 
“technical-economic optimization” to the “control the demand by supply” and 
“communication and cooperation”. Therefore, in order to achieve the scientific and reasonable 
water resources allocation and scheduling, the new effective supply chain management should 
be applied. 

Supply chain management was firstly put forward in the enterprise management. In the 
1980s, it was used in some companies to realize the stable control of the production and 
obtain the stable workflow. During the decades’ development, the supply chain management 
theory has been developed further and been used in many fields successfully [16, 17]. Some 
large companies used the supply chain management theory successfully in practice and 
obtained remarkable economic benefits. In Europe, such as France, Germany, and Ireland, 
scholars and enterprise organizations also carried out the research of supply chain 
management and also made success. At the same time, the successful applications of supply 
chain management are numerous in China. 

According to theory of supply chain, the direction of water resources allocation system 
can be regarded as regions interconnected by upstream and downstream nodes. Here, the 
water resource scheduling of some reservoir nodes in one area forms the supply chain 
management system, which can realize the maximization of water-retaining and regulating 
capability of the reservoir. 

In the supply chain structure， the river basin including reservoir nodes is the core 
enterprise of a general supply chain system. The reservoir in the basin can be regarded as a 
distribution centre of water resources, and the water user surrounding the reservoir is 
equivalent to the consumer. The water resource scheduling based on supply chain 
management is a supply chain network structure including single product and many 
distribution centres. The supply chain structure of water resources scheduling of reservoirs is 
as follows. 
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Figure 1: Supply chain structure of water resources scheduling. 

Before building the water resource scheduling, the following assumptions are proposed: 
(1) Regional water consumption only includes local existing regional water and the water 

supplying from reservoir.  
(2) There is no cross between any reservoirs. 
The scheduling model of water resources based on the supply chain can be expressed as 

follows. 
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where, t is the scheduling cycle. q(t) is the water outflow of reservoir during t. w(t) is water 
resource holding. u(t) is the expected demand of water resource. d(t) is the expectancy value 
of water consumption. Q(t) is the water flow of reservoir from the current state to the safety 
level. s is the reliability coefficient of reservoir, and the w is the harmonic parameter of 
reservoir. 

3. AN IMPROVED ARTIFICIAL FISH SWARM ALGORITHM 

3.1  Basic artificial fish swarm algorithm 

In recent years, biomimetic optimization algorithms have been widely used in various fields. 
The Artificial Fish Swarm Algorithm (AFSA) is a bionic random search optimization 
algorithm which simulates the feeding, clusters, and rear-ends behaviours of fish [18]. The 
state of the artificial fish can be expressed as X = (x1, x2, …, xn), (i = 1, 2, …, n), and the current 
location of the food concentration is Y = f(x). Where, Y  and X  are the corresponding 
objective function values respectively. dij = ||xi – xj|| is the artificial fish's distance. δ is 
congestion factor, and the number of fish scale is N. The artificial fish swarm algorithm is a 
random optimization algorithm with good global search capability and less demanding on the 
sensitivity of various parameters. And the algorithm is easy to implement. At present, the 
algorithm has been applied in many fields successfully. But with the disadvantages of 
premature and lower optimization accuracy, the quality and efficiency of the algorithm are 
affected. To overcome these shortcomings, the following strategy was employed. 

3.2  Improvement 

To overcome the shortcomings above, the chaotic early initialization was employed to 
improve the quality of group solutions of artificial fish. And the inertia adjustment strategy 
was used to dynamically adjust the visual and step of the artificial fish. 
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3.2.1 Degree of premature convergence of artificial fish 
Here, if Yavg is the current average value of the objective function, then 
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where, Yi is the artificial fish in the current iteration. The optimal objective function value of 
artificial fish is Yg, and if the objective function value is better than Yavg, and the average value 
is Y*

avg, defined 

g avgY Y    (4) 

φ can be used to evaluate the extent of premature convergence. Smaller φ means the greater 
chance to premature convergence. 
 
3.2.2 Adaptive strategy of the visual and step adjustment 
In the artificial fish swarm algorithm, when the optimal objective function value does not 
change for a long time, the step size should be adjusted adaptively to avoid premature 
convergence. 

If the objective function value is Yi, the adjustment method is as follows. 
(1) Yi  is better than Y*
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(2) Yi  is better than Yavg but inferior to Y*
avg 
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where, Stepmax is the largest step of search, Stepmin is the smallest step at the end of search, iter 
is the iteration time, MaxStep is the maximum number of allowed iterations. 

(3) Yi  is inferior to Yavg 
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Here, K1 = 1.5, K2 = 5. If the algorithm does not fall into stagnation, the value of φ will 
increase, and the algorithm can reduce the step of artificial fish and strengthen local 
optimization [18]. The value of φ will be smaller before the algorithm traps into local optimal, 
which can strengthen the searching ability of the artificial fish. 

And the field of view of the artificial fish is: 

Visual = 8 Step (8) 
 
3.2.3 Initial group solution 
In order to produce higher quality artificial fish, the Logistic equation was used to obtain 
initial solution. 

)1(1 XXX kkk    (9) 

Xk ∈ [0, 1] and μ is a control parameter, μ  = 4. 
The framework of the algorithm is shown in Fig. 2. 

3.3  Simulation experiments 

In order to verify the efficiency of the improved algorithm, the following simulations were 
carried out. 
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Figure 2: The framework of the improved algorithm. 

3.3.1 Test function 
The test function and its three-dimensional image were as follows. 
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Figure 3: The three-dimensional image of function. 

The function F1 has many extreme points, and the minimal value is zero. The function has 
a circle valley near minimum value 0.0024559. So, many traditional methods are easy to fall 
into local extreme. The basic artificial fish swarm algorithm and the improved artificial fish 
swarm algorithm we proposed were compared on this function. The parameters setting: 
MaxStep = 100, N = 10, Trynumber = 60, δ = 0.618, Visual = 8 and Step = 0.6. First, artificial 
fish were distributed in initial solution space, after a certain number of iterations, if the 

Initialization 

Obtain initial solution based 
on Logistic equation 

Calculate Yi, Yavg and Y*
avg 

 

If Yi is better than Y*
avg, run eq. (5); Yi is better than Yavg but 

inferior Y*
avg, run eq. (6); if Yi inferior Yavg, run eq. (7) 

NC=MAX? 

Obtain the optimal result 

Y 

N 



He, He: Solving Water Resource Scheduling Problem through an Improved Artificial Fish … 

175 

current optimal solution of the objective function is not changed, change the step length 
adaptively. Then, compare the current average value of feasible solution and the current 
optimal solution of the objective function, and the artificial fish continue to search the 
solution space. The results are shown in the Fig. 4. 

 
Figure 4: Performance comparison between basic and improved artificial fish swarm algorithm. 

From the comparison, we can know that the improved artificial fish swarm algorithm 
reached the optimal solution at 36th iteration, the basic artificial fish swarm algorithm got the 
optimal solution at 71st iteration, and the iteration process of the improved algorithm is more 
stable. It is obvious that because of the improvement of initialization and the adaptive strategy 
of the visual and step adjustment, the improved artificial fish swarm algorithm is more likely 
to obtain the better solution.  
 
3.3.2 TSP 
We compared the performance of the algorithms on the Travelling Salesman Problem (TSP) 
Berlin 52 and Att532. As a combinatorial optimization problem, TSP was usually used to 
verify the performance of different algorithms. On the TSP Berlin 52, the parameters setting 
of artificial fish swarm algorithm is: MaxStep = 100, N = 10, Trynumber = 20, δ = 0.618,  
Visual = 8 and Step = 0.6. The experimental results are shown in Table I and Fig. 5. 

Table I: Algorithm performance comparison. 

Algorithm Optimal solution known Average solution Iterations 

Basic artificial fish 
swarm algorithm 7542 

8044.62 77 

Improved artificial fish 
swarm algorithm 7655.89 63 

 

 
Figure 5: Performance comparison on TSP Berlin 52. 
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The improved algorithm we proposed obtained the optimal solution 7655.89 at 63rd 
iteration, and the basic artificial fish swarm algorithm achieved the optimal solution 8044.62 
at 77th iteration. The improved algorithm is more effective. 

On the TSP Att532, the improved algorithm was compared with basic artificial fish 
swarm algorithm and the Ant Colony Optimization (ACO) algorithm. The parameters setting 
of artificial fish swarm algorithm: MaxStep = 1000, N = 100, Trynumber = 200, δ = 0.618, 
Visual = 8 and Step = 0.6. The parameters setting of ACO: α = 0.1, β = 2, ρ = 0.5, Q = 0.5, the 
maximum number of iterations is 600. The experimental results are shown in Table II and in 
Fig. 6. 

Table II: Algorithm performance comparison. 

Algorithm Optimal solution known Average solution Iterations 

Artificial fish swarm algorithm 

27686.5 

27789.5 647 
Improved artificial fish swarm 

algorithm 27694.3 534 

Ant colony optimization 27708.6 600 
 

 
Figure 6: TSP Att532 iterative curve. 

The improved algorithm we proposed achieved the optimal solution 27694.3 at 534th 
iteration, and the basic artificial fish swarm algorithm achieved the optimal solution 27789.5 
at 647th iteration. The ant colony optimization achieved it optimal 27708.6 at 600th iteration. 
On this question, the improved artificial fish swarm algorithm proposed here is better than 
other two algorithms. 

4. WATER RESOURCES SCHEDULING OPTIMIZATION THROUGH 

AN IMPROVED AFSA 

After the comparison, the method was used to solve the water resources scheduling problem. 
And the reservoirs of Hebei and Liaoning province in China were analysed. 

4.1  Water resources scheduling of reservoirs in Hebei province 

The reservoir network is shown in Fig. 7. It is a third-grade reservoir, and it is made up of 
four reservoir nodes [19]. Node A was a first-grade reservoir, B and C were second-grade 
reservoir, and D was the objective reservoir. The data of four nodes are shown in Table III. 

Suppose the maximum generating capacity is the objective function, the storage capacity, 
the generating capacity, and the reservoir availability are the constraint conditions. Then the 
improved artificial fish swarm algorithm, the basic artificial fish swarm algorithm, the 
improved ant colony optimization algorithm and the conventional scheduling method were 
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used on this question. The parameters setting of AFSA: MaxStep = 100, N = 10, Trynumber = 
20, δ = 0.618, Visual = 8 and Step = 0.6. The parameter settings of the improved ant colony 
optimization algorithm and the conventional scheduling method are same as in [19]. The 
comparison results are shown in Figs. 8 and 9. 

 
Figure 7: The third-grade reservoir. 

Table III: Relevant data of four nodes. 

Number 
Storage capacity 

(hundred million m3) 
Generating capacity 

(million kWh) 
Reliability 

parameter 

A 12.02 1.30 0.78 
B 9.04 0.80 0.76 
C 9.50 1.10 0.67 
D 12.02 2.30 0.86 

 
Figure 8:  Comparison of execute time. 

 
Figure 9: Comparison of finish time. 
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Figs. 8 and 9 showed the better performance of the improved artificial fish swarm 
algorithm on this question. 

4.2  Water resources scheduling of reservoirs in Liaoning province 

Then, the algorithm was employed to the water resources scheduling of reservoirs in Liaoning 
province. The reservoir system is shown in Fig. 10. It is made up of five reservoir nodes [19]. 
The system is established based on supply chain management theory. 

 
Figure 10: Dahuofang reservoir system. 

The parameters of artificial fish swarm algorithm: MaxStep = 100, N = 10, Trynumber = 20, 
δ = 0.618, Visual = 8 and Step = 0.6. The parameter settings of the improved ant colony 
optimization algorithm and the conventional scheduling method are same as in [19]. The 
maximum generating capacity is the objective function. The storage capacity, the generating 
capacity, and the reservoir availability are the constraint conditions. For a reservoir, its goal 
function is as follows. 
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where, t is the scheduling cycle. q(t) is the water outflow of reservoir during t. Q(t) is the 
water flow of reservoir from the current state to the safety level. s is the reliability coefficient 
of the reservoir, and w is the harmonic parameter of the reservoir. The relevant data of five 
nodes are shown in Table IV. 

Table IV: The relevant data of five reservoirs. 

Reservoirs 

Reservoir inflow 

(hundred million m3) 
Reservoir outflow 

(hundred million m3) 
Generating capacity 

(million kWh) 

Ant colony 
optimization 

Improved 
artificial 

fish swarm 
algorithm 

Ant colony 
optimization 

Improved 
artificial 

fish swarm 
algorithm 

Ant colony 
optimization 

Improved 
artificial 

fish swarm 
algorithm 

Sanjiazi 4.362 4.362 4.153 4.223 8.0 8.13 
Tunhe 4.06 4.06 3.87 3.87 11.0 11.0 
Qjiazi 7.31 7.31 6.84 6.99 13.0 13.29 
Lijia 3.13 3.83 3.05 3.41 10.0 11.18 

Dahuofang 11.69 12.27 11.66 12.1 12.64 13.12 
 

From the above experimental results, we can know that through optimizing by improved 
artificial fish swarm algorithm, the generating capacity was improved by 4 %. The 
comparison results between the ant colony algorithm, conventional scheduling method and 
the improved artificial fish swarm algorithm were shown in Figs. 11 and 12. 
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Figure 11: Comparison of execute time. 

 
Figure 12: Comparison of finish time. 

Figs. 11 and 12 showed the performance of the improved artificial fish swarm algorithm 
is better than other two algorithms. 

Through the simulating above, we can know that the improved artificial fish swarm 
algorithm has good applicability to deal with this complex problem. Simply setting a small 
number of fishes can achieve better computational accuracy. 

5. CONCLUSIONS 

Now, the water supply and demand contradictions have become increasingly prominent. The 
water resources optimization scheduling is more and more important. In order to find a more 
effective scheduling method, we introduced the supply chain management strategies and the 
artificial fish swarm algorithm to solve this problem. To overcome the stagnation of the basic 
algorithm, the adaptive artificial fish swarm algorithm was proposed and introduced into the 
water resources scheduling. The engineering application and the comparisons with other 
algorithms showed the feasibility and effectiveness of improved artificial fish swarm 
algorithm. This study proposed a novel solution method for the water sources scheduling 
problem. 

The work has a certain value in theory and practice for the water resource management. 
But, it is just a beneficial trial. In the future works, we will focus on the following: 

(1) Here, the static scheduling of water resource was just considered, the methods for the 
dynamic scheduling of the water resource should be studied further. 



He, He: Solving Water Resource Scheduling Problem through an Improved Artificial Fish … 

180 

(2) We just employed the chaotic early initialization and the inertia adjustment strategy to 
improve the basic artificial fish algorithm. These improvements overcome the premature 
defect of basic artificial fish algorithm. But, it is just a trial. In the control of the premature, 
we still have a long way to go, especially, the initialization methods and parameter setting. In 
the next study, we will focus on these questions and propose more improvements to obtain 
more effective algorithms. 
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