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Abstract 

Production planning and the development of manufacturing production scheduling are two important 
operational management tasks. The results of these tasks will strongly influence the development of 
corporate profits, as well as the efficiency of utilization of resources. Considering the production 
scheduling problems in production plans can effectively avoid conflicts between the specific 
implementation production plan and the actual situations, and ultimately maximize resource utilization 
efficiency. This paper attempts to establish an integrated optimization model of production planning 
and scheduling with consideration of logistics constraints. A modified heuristic algorithm is proposed 
to solve this problem. In the final portion of this paper, a simulation analysis is given to demonstrate 
the outstanding advantage of the model and the algorithm, which gives further thought for the 
production planning. 
(Received, processed and accepted by the Chinese Representative Office.) 
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1. INTRODUCTION 

At present, the new round of technological and industrial revolution is rapidly developing 
worldwide. The challenges of this development are economic and production in a globalized 
market, the diversification and personalization of the product demand, an external changeable 
environment, complex collaborative relationships, etc. As for manufacturing, Computer 
Integrated Manufacturing System (CIMS) is an essential tool for enterprises to gain 
information. CIMS is a system that integrates computers, information, intelligence, and 
optimization of the manufacturing system based on CIM theory. It is integration with the 
manufacturing systems in the enterprise, such as information management systems, 
production management systems, manufacturing resource planning systems, computer-aided 
design systems, etc. 

Production planning and scheduling problem (PPSP) are very important in CIMS, and 
play an essential role in the convergence of enterprise management and production control. 
The companies must respond very quickly, improve flexibility, eliminate process redundancy 
and errors, and improve efficiency in the changing market demand to maintain corporate 
dominance in the global competition, especially in the complex domestic and international 
economic situation. 

Production planning and the development of manufacturing production scheduling are two 
essential operational management tasks. The results of these tasks will strongly influence the 
development of corporate profits, as well as the efficiency of utilization of resources. 
Production planning refers to some medium-term decisions, including production, inventory, 
and other products in enterprises with production capacity constraints. The objective of 
production planning is to reduce the related cost. Therefore, the production target and the 
inventory level of each production cycle in horizon planning are the solutions of the 
production plan. The time period of the production plan is usually between a few months to 
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one year. Production scheduling aims to solve the question of how to move forward, which is 
the main decision-making step of production tasks of each cycle of production planning and 
job assignment for machine sorting. The time period of production scheduling is typically 
between a few days to a few weeks. Obviously, these two issues are closely related, and the 
solution of production planning program is to produce input problems of conditions 
scheduling. Meanwhile, the capacity constraints often affect the solutions of scheduling 
problems. Specifically, in some special production environment, production planning and 
scheduling cannot be separated. For example, in the mass production systems of flexible job 
shop (FJS), it is necessary to determine the quantities of the various products, as well as the 
appropriate allocation of processing equipment for each product and production scheduling. It 
is necessary to consider the production capacity constraints, and the production capacity is 
related to the assigned machine. When assigning the appropriate machine, it is necessary to 
know each batch processing time, which in turn is related to product volume and processing 
time unit of a variety of products. Therefore, production planning and scheduling in nature are 
interrelated, and it is difficult to distinguish the boundaries of production planning and 
scheduling [1]. 

However, the traditional production planning and scheduling method is formulated 
according to the "separate rule". First, the company makes the production plan, and then 
produces detailed scheduling according to the given production plan. Specifically, the 
company firstly develops an aggregate production planning (APP) in the production planning 
layer according to customer orders, demand forecasts and historical data. Then, APP is broken 
down into detailed master production schedule (MPS) in the overall level of production and 
inventory decisions to develop the final number of production and inventory levels of 
products in a whole range of months or years for a certain period of time in days or weeks 
units of time. Lastly, according to the arrangement of the main production plan, the 
production scheduling is carried out, and the operation sequence and the machine assignment 
of each working procedure of every cycle can then be derived [2]. 

The main shortcoming of this traditional hierarchical method is that the scheduling 
constraints are considered in the planning process, which allows for a possible failure to 
obtain a feasible solution for the production planning [2]. Therefore, a better method is to 
integrate production planning and scheduling optimization. Current research trends reflect an 
integrated optimization of the production planning and scheduling, which means that in the 
production planning production capacity constraints are considered as well as the detailed 
scheduling as a constraint condition. The research background is for adjusting the time and 
product type or product family processing sequence related to the nature of the production 
environment or job shop [3-5]. 

Integrated optimization of production planning and scheduling has become a focus in 
industrial production process operations management research [6-8], and this paper focuses 
on integrated production planning and scheduling optimization of discrete manufacturing. The 
simultaneous problem SLSSP and scheduling of lot-sizing is similar to the integration of 
production planning and scheduling. The lot sizing scheme is defined as the production of 
each product within a planning range; in particular, the number of products that are not 
interrupted during the continuous processing of each product on each machine. This kind of 
problem has been studied within the constraints of production capacity, and determines the 
production batch of each product and the order of processing of various products. However, 
the SLSSP model generally does not consider feasible production planning and scheduling 
conditions. In most studies, the production environment of a single machine, parallel machine 
and flow shop are studied in order to adjust the time and processing sequence [9-11]. 

Recently, there is some research on production scheduling [12], but there has not been 
much research on production planning and scheduling integration optimization under the 
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complex job shop environment [2]. Lasserre establishes a model that also includes planning 
and scheduling attributes. The decomposition method proposed alternate iteration planning 
and scheduling, and proves that the algorithm can be limited through iterations to converge to 
a local optimal solution [13]. Paper [14] proposes a decomposition algorithm based on 
Lagrange Relaxation (LR), which can obtain the optimal solution of the problem in theory 
based on the research of Lasserre. However, with the increase in the size of the problem, the 
demodulation of the sub problem will involve more computational burdens, and it is difficult 
to apply to large-scale problems. Fandel et al. established a double-time multi-product multi-
level model of job shop batch planning and scheduling of simultaneous optimization [15]. 
This model is nonlinear in nature, and includes three different forms of 0-1 integer variable, 
so that the model is very difficult to solve. Papers [13-15] are based on a classic job shop as 
the background, where each process is defined for each workpiece on a specified machine. In 
actual production, flexible job shop allows processing in step on any number of machines. As 
far as is known, only paper [16] studies the integrated optimization of production planning 
and scheduling in a flexible job shop, and it establishes a model of flexible job shop 
production planning and scheduling, and designs a genetic algorithm to resolve the model. 

2. PROBLEM DESCRIPTION 

In manufacturing field, some flexibility is needed for the production workshop in order to 
balance the peak season and off-season orders. Different types and specifications of products 
such as engines can be produced in the same production line, and each launch may have 
different processing routes, or different operations or different tools at various points in the 
production line. 

The existing production plan and production scheduling are usually conducted separately. 
First, the production plan is made according to the orders, inventory and production capacity, 
and then the scheduling is arranged based on the actual production situation. However, it 
often happens that the production scheduling is not coordinated with the production plan. 
Therefore, it is necessary to consider the production scheduling into the production plan. 

In addition, the order does not finish until it is shipped to the customer. If the logistics 
capability is insufficient or logistics scheduling is not optimal, the product will only be stored 
in the warehouse, which is a waste of the enterprise’s resources. From the perspective of 
customers, although the customer order is submitted once, the process of production inventory 
consumption tends to be relatively stable. Therefore, a more flexible way of customer service 
can be supplied if production plans can be made according to logistics capability. It is a very 
important task to integrate the logistics capability and production scheduling with the 
production plan to maximize the benefits, minimize the costs, as well as attain the 
comprehensive goal of customer service. 

The difference of this paper with other related research is:  
a) Most of the existing research assumes that all the demands must be met in the same period, 

and delayed deliveries will result in high penalty cost. However, this model allows the 
same products to be produced in the different plan periods.  

b) The existing literature on production planning and production scheduling does not consider 
the logistics capability, while this model takes the logistics capability as constraint 
conditions. 
The data of this paper is collected from a heavy machinery equipment diesel engine 

production workshop. The workshop has a complete engine production line, and some jobs or 
links have multiple coordinate stations. Each station can process a model of engine, or 
processes a variety of models of engines. The production plan is made monthly, referred to as 
a planning cycle, and every day is a production cycle. The demands for each product of all the 
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customers are known in each planning cycle. Multiple processes are involved in the 
production of engines, and each process may have one or more devices. The processing 
capacity for each device is known. Some machines can produce different types of products. 
However, these different types require an adjustment in the tools, materials or personnel, and 
these adjustments consume time and cost. Considering the logistics constraints, a reasonable 
production plan and production scheduling are needed, which makes the production tasks in 
each planning cycle allowing for proper overtime. The objective of production planning is to 
develop a variety of production of engine products to meet the demands of the customers, and 
minimize the production cost, inventory cost, logistics cost and minimize the penalty cost. 
The objective of production scheduling is to identify processing sequence of various products 
on the same device, as well as minimize device adjustment cost and overtime cost for 
distribution of each machine. The objective of model is to minimize the total costs within the 
feasible scheduling scheme. 

3. MATHEMATICAL MODEL 

The explanations of the symbols are as follows: 

Table I: The explanations of the symbols. 

No. Symbols Explanation of symbols 

1 P The total number of the types of the products 
2 M The sum of the machines 
3 T The total number of the planning periods 
4 i, j The code of the product. i, j = 1, …, N 
5 pi The number of the processes in the production of i product 
6 r, s The number of the process, r, s = 1, …, pi 
7 (i, r) The r process of i product 
8 m The number of the machine, m = 1, …, M 
9 t The number of the planning period, t = 1, …, T 
10 OIi The initial inventory of the first production cycle of i product 

11 e
m 

i,r 
The adjust time of (i, r) process on m machine (the adjustment time is 0 with no 
adjustment) 

12 f
m 

i,r The processing time of (i, r) process on m machine 

13 g
m 

i,r 
Decision variable, g

m 

i,r = 1 means that m machine is needed in the production, 
otherwise, gm 

i,r = 0 
14 H(m)  The set of the process on the m machine, virtual processes are not included 
15 HB(m) The set of the process on the m machine, virtual product H0 is included 

16 HF(m) The set of the process on the m machine, virtual product Hp+1 is included 
17 M(i,r)  The set of machines which are available for the (i, r) process 
18 cpi,t The unit product cost of i product in the t production cycle 
19 cfi,t The unit punish cost for not meet the demand of i product in the t production cycle 
20 cgi,t The preparation cost of (i, r) process on m machine 
21 ch

m 

i,r The adjust cost of (i, r) process on m machine 

22 cqm,t The unit over time cost on m machine 
23 cti,t The unit distribution cost of i product in the t production cycle 
24 di,t The demand of i product in the t production cycle 
25 lmaxi The celling amount of the production batch of t production 
26 lmini The floor amount of the production batch of t production 
27  The overtime limit scale factor 
28 Wm,t The capability of m machine in the t production cycle 
29 tmaxi,t The maximum distribution amount of i product in the t production cycle 
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Table I (continuation) 

30 Tmini,t The minimum distribution amount of i product in the t production cycle 
31 qi,t The amount of the shortfall of i product in the t production cycle 
32 xi,t The amount of the production of i product in the t production cycle 

33 yi,t 
Decision variable, yi,t = 1 means that i product is produced in t production cycle, 
otherwise, yi,t = 0 

34 zi,t 
Decision variable, zi,t = 1 means that i product is delivered in t production cycle, 
otherwise, zi,t = 0 

35 B
t 

i,r The beginning time of (i, r) process in t production cycle 
36 F

t 

i,r The finish time of (i, r) process in t production cycle 
37 Gm,t The final machining completion time on m machine in t production cycle 

38 m,t 

i,r  Decision variable, m,t 

i,r = 1 means that (i, r) process is assigned on m machine in t 
production cycle, otherwise, m,t 

i,r = 0 

39 m,t 

i,r,j,s 
Decision variable, m,t 

i,r,j,s= 1 means that (i, r) process is before (j, s) process on m 

machine is in t production cycle, otherwise, m,t 

i,r,j,s= 0 
40 OTm,t The overtime on m machine in t production cycle 

In this paper, H0 and Hp+1 are virtual products and the process of virtual product is defined 
as a virtual process. It is assumed that the number of the virtual processes is M, and all the 
related costs are a positive number A which is large enough. The first processed virtual 
product is H0 and the last processed virtual product is Hp+1 in each cycle. 
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Eq. (1) is the objective function: minimize the total costs. Eqs. (2) and (3) are the 
constrains of materials balance. Eq. (4) is the constraint of the production capacity. Eq. (5) is 
the constraint of the batch production. Eq. (6) is the constrain of the logistics capability. Eq. 
(7) is the constraint of the shortfall of the products. Eq. (8) expresses that the process is only 
allowed to proceed on the available machines. Eqs. (9) and (10) are the constrains of the 
processing order. Eqs. (11) and (12) express that only one process is allowed in the same 
period for any one machine at the same time. Eq. (13) expresses that if the production is 
arranged, the process can only be on one machine at a given time. Eqs. (14) and (15) express 
that each process can only have a tight process before and after a tight process. Eqs. (16)-(19) 
express that virtual processes can only be processed at the beginning and the finish time on 
each machine. Eq. (20) refers to the completion time calculation method for each machine. 
Eq. (21) expresses that the machine completion time cannot exceed the available time. Eq. 
(22) refers to the overtime constraints. Eqs. (23) and (24) refer to the decision variable value 
constraints. 

4. QPSO ALGORITHM 

Particle Swarm Optimization (PSO) algorithm was first proposed in paper [17], which is a 
population-based searching method. Recently, some researches employ this algorithm to solve 
scheduling problems. However, this algorithm is highly affected by the initial values of the 
particle swarm, and it can’t solve the large-scale problem very well, so this paper employ the 
quantum particle swarm optimization (QPSO) algorithm, which was proposed in paper [18]. 

The position of each particle is generated randomly and the velocity of particle is 0 in the 
first iteration. Then the position and velocity are updated by the following equations: 

, , 1 1, , , 2 2, , ,( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )i j i j i i j i j i g j i jV t w V t c r t P t X t c r t P t X t                  
(25) 

, , ,( 1) ( ) ( 1)i j i j i jX t X t V t   
 (26) 

According to the paper [19], in order to make sure the convergence, the particles should 
converge to attractor Ci: 

   , 1 1 , 2 2 , 1 1 2 2( ) ( ) ( )i j i j g jC t c r P t c r P t c r c r         , j = 1, 2, L, d, c1, c2 : U(0, 1)  (27) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 
(22) 
(23) 

(24) 
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, , ,( ) ( ) (1 ) ( )i j i j g jC t P t P t      ,  : U(0, 1) (28) 
where  = (c1  r1) / (c1  r1 + c2  r2), Pi and Pg represent the personal and global best particles 
respectively. 

The quantum state of a particle is depicted by a wave function (𝑥⃗, t) [20]. Then a global 
point can be derived in QPSO [21, 22]. The global point, mbest, is defined as the mean of the 
Pbest positions of all particles, and the equation is as follows: 

 1 2 ,1 ,2 ,
1 1 1

1 1 1( ) ( ), ( ), ( ) ( ), ( ), , ( )
n n n

d i i i d

i i i

mbest t mbest t mbest t mbest t P t P t P t
n n n  

 
    

 
  K K  (29) 

The new position of a particle is: 
, , ,( 1) ( ) ( ) ln(1/ )i j i j j i jX t C t mbest X t u      , u = rand (0, 1)    (30) 

where  denotes for the contraction-expansion coefficient. 
The first step of QPSO algorithm is decoding. The array of decoding method is employed 

in this paper. Fig. 1 shows an array decoding example. 

1 3 ... k ... 2 1
1 2 ... n ... N

Cast
Charge

 

Figure 1: Array decoding example. 

In PPSP model, the array decoding method cannot cover all processes. Designed particle 
encoding and decoding method is as follows: the location of the particle refers to a processing 
task, and its length refers to the number of steps for machining task. The particle position of 
each dimension is rounded, and represents the processing steps used in the equipment 
respectively. For example, 1 means that the machine numbered 1 is used and 2 means that the 
machine numbered 2 is used. Since the available machines in each processing step may be 
different, the particle position for each dimension has a scope limit, and it can be stated by the 
set of the available machines for the processing tasks. For example, if the available machines 
number for a processing task is 3, then the value range for the position is from 1 to 7. After 
particle movement, every dimension integer position of the particles can be identified 
according to the value of the result of the integer used equipment. 

PPSP concrete implementation steps are as follows: 
Step 1: initialization parameters and 20 particles are generated randomly. Particles of 

each dimension in particle location within the scope of the particle velocity in each dimension 
is between 0 ~ 1. 

Step 2: calculate the new position of each particle's fitness. Particle's fitness for the task 
completion time can be derived after decoding. The particles will be determined by using the 
equipment, and the task completion time can be calculated once the equipment is determined. 

Step 3: update individual extremum and global extremum. The minimum completion time 
of each particle can be determined and then the individual extreme value can be updated base 
on the location of the minimum completion time. Then the minimum completion time can be 
found, and the global extrema based on all the particles with the particle position can be 
updated. 

Step 4: update the position and speed, and then judge of the updated speed. If the speed is 
greater than the maximum speed, then it is considered as equal to the maximum speed. A 
maximum of one particle velocity for particle position is the width scope of each dimension. 

Step 5: if the maximum number of iterations has been reached, it is over, otherwise go 
back to Step 2. 

Step 6: end task scheduling. 



Chen: Integrated Optimization Model for Production Planning and Scheduling with … 

718 

5. SIMULATION ANALYSIS 

There are no standard tests in the existing research. Nor is there a database for the PPSP 
model proposed in this paper. Therefore, a proper deformation is needed for the scheduling 
problem of standard case to construct a series of suitable test examples for the PPSP model. 

Five test examples are selected based on the papers [23-25], and new numerical examples 
are given: 4 products on 6 machines processing of 4  6 partly flexible JSP, 8  8 partly 
flexible JSP, 10  6 partly flexible JSP, 10  10 flexible JSP and 15  10 partly flexible JSP. 

The parameters are set as follows: the demand of the product is di,t = 100, i = 1, …, P,  
t = 1, …, T; the adjustment time is 50 times for the processing time, which means that  
e

m 

i,r = 50 f
m 

i,r; if the batch production is xi,t = 100, then the batch processing time for each process 
is 100 f

m 

i,r, and the total time of batch processing time for each process is 150 f
m 

i,r. The available 
production capacity for each cycle, maximum normal production time is W = 150  Cmax, 
where Cmax is the optimal value for standard example of a single product of total completion 
time. Production adjustment cost is chf

m 

i,r  = 150; overtime limit scale factor is  = 0.25. 
According to the practical situation in days for production cycle, it is usually set to five days a 
week, 22 days a month, a quarter of 62 days. Therefore, the total production cycle is  
T = 5, 22, 62. Then we can get a total of 15 sets of experiments, and 10 times calculation in 
each experiment. The experimental results are shown in Table II. 

Table II: Calculation results based on the test function. 

No. 

Size 
Existing 

reference 

Production 

capacity 
Results in this paper 

P  M  T Cmax W Cbest Cmean OTbest OTmean Calculation 
time (s) 

1 4 6 5   17 2550 2550 2600 0 50 23.46 
2 8 8 5   14 2100 2100 2100 0 0 81.79 
3 10 6 5   40 6000 6000 6020 0 20 284.36 
4 10 10 5   7 1050 1050 1050 0 0 569.52 
5 15 10 5   11 1650 1650 1650 0 0 1240.36 
6 4 6 22   17 2550 2550 2550 0 0 95.84 
7 8 8 22   10 2100 2100 2100 0 0 318.27 
8 10 6 22   40 6000 6000 6000 0 0 126.44 
9 10 10 22   7 1050 1050 1050 0 0 2280.07 
10 15 10 22   11 1650 1650 1680 0 30 4561.25 
11 4 6 62   17 2550 2550 2550 0 0 269.18 
12 8 8 62   14 2100 2100 2100 0 0 953.27 
13 10 6 62   40 6000 6000 6010 0 10 3746.97 
14 10 10 62   7 1050 1050 1050 0 0 6034.92 
15 15 10 62   11 1650 1650 1650 0 0 15569.46 

We take the first experiment for explanation. The first serial shows the number of 
experiments. The second column shows that the experiments include the groups with four 
products and six machines, and five consecutive production cycle calculations. The existing 
literature only considers when processing is an optimal production time for every product as 
given in the third column. The production capacity of each cycle is given in the fourth 
column, W = 150  Cmax = 150  17 = 2550, which means the time available is 2550 each 
cycle. The fifth column to the ninth column shows the calculation results of this paper. Table 
II shows that this algorithm has achieved good results in different backgrounds and different 
sizes of grouping experiments. 
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6. CONCLUSIONS 

In this paper, with the background of a heavy machinery equipment of diesel engine 
production workshop, an integrated optimization model of production planning and 
scheduling with consideration of logistics capability was established for the flexible job shop. 
The logistics capability, needs, loss and flexible factors such as the workpiece processing 
routes are considered in this model. An improved QPSO algorithm for solving the model is 
designed, and measures of improvement for reducing the limitations and weaknesses in the 
improved algorithm of PPSP solving speed and effect are proposed in view of the basic 
particle swarm algorithm. Considering the production scheduling problems in production plan 
can effectively avoid conflicts between the specific implementation production plan and the 
actual situations, and ultimately maximize resource utilization efficiency and enterprise 
benefit. 
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