IMPROVED ACO-BASED SWEEP COVERAGE SCHEME CONSIDERING DATA DELIVERY
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Abstract
The newly introduced sweep coverage scheme uses mobile sensors to implement network coverage in wireless sensor networks (WSNs) and has attracted much attention from researchers. However, data buffer and moving speed of the mobile sensor are limited in sweep coverage. Thus, scheduling the minimum number of mobile sensors to efficiently implement dynamical network coverage while considering data delivery is still a challenging problem. To provide steady and efficient data gathering from sensors, an improved ant colony optimization-based sweep coverage (IACOSC) scheme supporting data delivery was proposed. In IACOSC, the artificial ants were used to create the initial coverage routes for points of interest. Then, a novel metric called route coverage efficiency was used to evaluate the routes. Finally, a local search algorithm based on route deletion and node insertion was employed to optimize these routes. Algorithm analysis shows that the time complexity of IACOSC is $O(n^3)$. Simulation results show that, compared with existing sweep coverage approaches considering data delivery, IACOSC significantly reduces the computational complexity and decreases the computation time by 50\% while reducing the mobile sensors by 16.73\% in the same network scenarios. The results obtained in this study can be applied to optimal deployment of WSN using the sweep coverage scheme.
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1. INTRODUCTION

In the last decade, wireless sensor networks (WSNs) have been adopted in various fields, such as tactical surveillance, intelligent environmental and structural monitoring, and target tracking [1]. Despite the broad utility of WSN, an important research problem in WSN is the coverage problem, which studies how well the field is monitored by sensors [2]. The traditional coverage problem in WSN can be generally divided into three categories: area coverage [3-6], barrier coverage [7-10], and point coverage [11-13]. The traditional coverage schemes require numerous stationary sensor nodes to provide coverage service. With the development of WSN, certain points of interest (POIs) need to be monitored periodically instead of continuously covering the entire area in some special applications, such as patrol inspection or forest fire prevention; the concept is called sweep coverage [14]. Unlike stationary deployed WSN, the sweep coverage scheme that uses mobile sensors to cover the POIs periodically in the network can improve the efficiency of the network coverage and significantly reduce the network deployment cost. This mobile sensor in sweep coverage can either be manned by a human or be an autonomous vehicle. Given that the POI is periodically covered, using the traditional coverage solution for sweep coverage scenario is not feasible. Li et al. [15] used the sweep coverage scheme to launch a project that aims at all-year-round ecological surveillance in a forest in Tianmu Mountain. They formally defined a min-sensor sweep-coverage problem that is proven to be NP-hard.
The sweep coverage problem is a difficult problem in combinatorial optimization and thus presents a great challenge. In practice, this problem contributes directly to reducing the cost and complexity of WSN. Most current studies focus on scheduling the mobile sensors to cover the POIs within a certain time but ignore data delivery. Meanwhile, finding a path from the mobile sensors to the sink nodes is difficult in some scenarios because of the limited node transmission range. The mobile sensors must visit the sink nodes to deliver the sensing data, and the data delivery can inevitably affect the performance of sweep coverage. Studying sweep coverage that considers data delivery has important practical value and application prospect.

2. STATE OF THE ART

The sweep coverage problem in WSN is still in its infancy stage. In the early 2000s, researchers have studied the sweep coverage problem of robotics in consideration of the metric of coverage frequency (i.e., the frequency of the coverage of each point) [16]. Since then, the sweep coverage problem has been a major issue in WSN. Li et al. [15] formally defined the sweep coverage problem of minimum number of required sensors in WSN (min-sensor sweep-coverage problem) and proved that the problem is NP-hard. This problem is equivalent to solving the traveling salesman problem (TSP). They proposed a centralized algorithm called centralized sweep (CSWEEP) algorithm and a distributed sweep (DSWEEP) algorithm. However, CSWEEP can only handle the POIs with the same coverage interval. DSWEEP may cause some mobile sensors to head for the same POI, thereby resulting in a waste of resource. CSWEEP and DSWEEP do not consider the problem of delivering data back to the sink. Many researchers conducted much work and improved the performance of sweep coverage on the basis of their research results [17-19]. Xi et al. [17] proposed a distributed algorithm based on a virtual 3D map of local gradient information to guide the movement of mobile nodes to achieve sweep coverage on dynamic POIs. However, this method cannot discover the relative direction for each neighbourhood and may guide all the mobile sensors to have a same path. A patrol point algorithm that can keep the patrol times of mobile node approximate to one another and can meet the detection requirements of a potential fire flashover situation was proposed in [18]. However, this algorithm fails to achieve sweep coverage of the given region with optimal operation time. Du et al. [19] proposed two algorithms, namely, minimal expand (MinExpand) algorithm and on sweep coverage with minimum mobile sensor (OSweep) algorithm, under two scenarios. When the mobile sensors were restricted to follow the same trajectory in different sweep periods, the centralized algorithm MinExpand was proposed to schedule the scan path. When the mobile sensors were not restricted to follow the same trajectory in different sweep periods, OSweep was proposed; all the mobile sensors in the algorithm are scheduled to move along a TSP ring composed of POIs. However, the abovementioned studies using centralized mobile sensor control only focused on controlling the sensor coverage of the POI at a given time while ignoring the data delivery that sends the data back to the sink node. The distributed scheme fails to achieve 100% sweep coverage of a given region at a given time.

With the development of the sweep coverage technique, some scholars attempted to solve the sweep coverage problem while considering data delivery. Wang and Ma [20] focused on the problem of data collection in WSNs with minimum mobile nodes. They proposed a heuristics path planning algorithm called loop growth (LoopGrowth), which can reduce the number of required mobile nodes by as much as 55.6%. However, LoopGrowth can only handle the POIs that have the same coverage interval. Lin et al. [21] studied sweep coverage while considering data delivery. They proposed a two-tier architecture called mobile-assisted sweep coverage by use of mobile-assisted carriers to help data delivery. However, the
structure of the network is complicated. Shu et al. [22] analysed the problem of minimum number of required sensors in sweep coverage as a variation of the vehicle routing problem (VRP) and formalize the said problem in sweep coverage by improving the Fisher and Jaikumar formula for VRP. They proposed a novel sweep coverage scheme called VRP-based sweep coverage (VRPSC), which supports dynamical POI coverage and data delivery simultaneously. Simulation results show that VRPSC achieves better performance than CSWEEP but lack comparison with other algorithms. Huang et al. [23] tested the feasibility of ant colony optimization (ACO) [24] for sweep coverage and proposed the ACO-based sweep coverage (ACOSC) algorithm to solve the sweep coverage problem while considering data delivery. ACOSC uses a two-point-crossover operation in the local search. The performance of ACOSC always outperforms VRPSC. However, ACOSC uses an approximate exhaustive local search algorithm and has high time complexity.

In summary, the current techniques have been used in exploring the sweep coverage problem in WSN. Researchers investigated the scheduling of mobile sensors to scan POIs within a given time. However, as discussed above, efficient scheduling of mobile sensor while considering data delivery is still a challenging problem.

This study aims to provide steady data collection and decreased computational complexity. For this purpose, an improved ACO-based sweep coverage (IACOSC) scheme for solving the sweep coverage problem considering dynamical POI coverage and data delivery simultaneously is proposed. The main task in designing IACOSC is to schedule the path of mobile sensors to satisfy the coverage requirement of POIs and deliver the data from POIs to sink while considering data delivery.

The rest of the study is organized as follows. Section 3 presents the mathematical model of the problem of minimum number of required sensors considering data delivery in sweep coverage and describes IACOSC. Then, Section 4 presents four simulations for evaluating the performance of IACOSC. Finally, Section 5 elaborates the conclusions of the study.

3. METHODOLOGY

3.1 Mathematical model of sweep coverage considering data delivery

In [22], the problem of minimum number of required sensors in sweep coverage is defined as shown in Fig. 1. In the figure, a fleet of mobile sensors of uniform buffer is scheduled to cover a given set of $N$ POIs, $p_i$. Each POI is characterized by a data generation rate of $q_i$, a coverage requirement $T_i$, and a sense data $T_{sense}$. Assuming $K$ mobile sensor nodes are assigned into $M$ routes in the solution to access all the POIs. Each route originates and ends at the sink node with constant stay time interval $T_{trans}$ to deliver data. Each coverage of POI can be done within the coverage requirement $T_i$. The total data collected in each route cannot exceed the mobile buffer $Q$. A solution $\psi$ of sweep coverage is represented as $\psi = \{(k_m, R_m) | m = 1, 2, \ldots, M\}$, where $k_m (m = 1, 2, \ldots, M)$ is the mobile sensor assigned to the $m^{th}$ route in the solution and $R_m = \{p_0, p_1, \ldots, p_0\}$ is the sequence of POIs in a route.

Mathematically, this problem with $N$ POIs is defined over the weighted graph $G=(P,A,d)$, where the vertices are represented by $P = \{p_0, p_1, \ldots, p_N\}$, and the arcs are represented by $A = \{(p_i, p_j), i \neq j\}$. A sink node where each mobile sensor starts its route is located at $p_0$, and each of the other vertices represents the $N$ POIs. The distances associated with each arc are represented by the variable $d_{ij}$, which is measured by Euclidean computations. Once a mobile node accesses certain POI, it collects $q_i$ bytes of data. Let $\Phi_m$ denote the set of POIs on the $m^{th}$ route and $k_m$ denote the number of mobile sensor nodes that are assigned for the $m^{th}$ route.
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Figure 1: Node Trajectory in Sweep Coverage.

Defining \( x_{i,j,k} = \begin{cases} 1, & \text{if mobile sensor } k \text{ moves from } p_i \text{ to } p_j, \\ 0, & \text{otherwise} \end{cases} \), then the minimum number of required sensors problem in sweep coverage considering data delivery can be formulated as

\[
\begin{align*}
\text{Min } K &= \sum_{n=1}^{M} k_m \\
\text{s.t. } \sum_{n=1}^{M} |\Phi_n| &= N \\
\sum_{i=0}^{N} \sum_{j=0}^{N} \sum_{k=1}^{K} x_{i,j,k} &= k_m & i,j \in \Phi_n \\
\sum_{j=0}^{N} \sum_{k=1}^{K} x_{0,j,k} &= K \\
\sum_{i=0}^{N} \sum_{k=1}^{K} x_{i,0,k} &= K \\
\sum_{i=0}^{N} \sum_{j=0}^{N} (x_{i,j,k} \ast q_i) &\leq Q
\end{align*}
\]

Eq. (1) represents the optimization objective. Eqs. (2) and (3) ensure that all the POIs are covered by route only once. Eqs. (4) and (5) ensure that all the routes start and terminate with the sink node. Eq. (6) represents the constraint on buffer size of mobile nodes. Eq. (7) represents the coverage requirement constraint.

### 3.2 IACOSC

In IACOSC, the computational ants are independent agents that communicate exclusively through pheromone trails similar to real ants. The procedure of IACOS includes initialization, route construction, local heuristic search and pheromone updating. The remainder of the section describes the algorithm in detail.

1) Initialization

The algorithm starts with an initial solution, denoted by \( \psi_0 \). The nearest neighbour [25] constructive heuristics is implemented to generate the initial solution. \( \psi_0 \) is also taken as the best solution generated by the heuristics initially.

2) Route construction

In IACOSC, an individual ant simulates an agent and its route is constructed by incrementally selecting POIs until all POIs are covered. Each ant starts at the sink node and the set of POIs included in its route is empty. The ant selects the next POI to cover from the list of feasible locations, and the storage capacity of the mobile is updated prior to selecting...
another POI. The ant returns to the sink when the capacity constraint of the mobile sensor is met or the route cannot meet the coverage interval of the POIs in the route or when all customers are visited. For ant \( k \), the probability of covering POI \( j \) after POI \( i \) (i.e., the last covered POI) uses the following probabilistic formula:

\[
P^k_{ij} = \begin{cases} 
\arg \max_{s \in \text{allowed}_k} \{ \tau_{ij}^\alpha \cdot \eta_{ij}^\beta \} & \text{if } q \leq q_0 \\
S & \text{otherwise}
\end{cases}
\]

\( S = \begin{cases} 
\frac{\tau_{ij}^\alpha \cdot \eta_{ij}^\beta}{\sum_{s \in \text{allowed}_k} \tau_{is}^\alpha \cdot \eta_{is}^\beta}, & s \in \text{allowed}_k, \\
0, & \text{otherwise}
\end{cases}
\]

\(
\eta_{ij} = K_1 \Delta \text{sensornum}
\) (10)

\( \Delta \text{sensornum} = \text{newsensornum} - \text{oldsensornum} \) (11)

\( \tau_{ij} \) is the amount of pheromone on the arc connecting POI \( i \) and POI \( j \) (route segment). The pheromones of the all arcs are initiated with a constant. \( K_1 \) is a constant. \( \text{oldsensornum} \) and \( \text{newsensornum} \) are mobile sensors before and after inserting POI \( j \) to the current route, respectively. Supposing \((k_m, R_m)\) represents the \( m^{th} \) route of solution \( \psi \) that the ant is constructing, where \( R_m = (p_0, p_{k}, \ldots, p_r, p_0) \). If the ant inserts POI \( p_j \) into this route, then the route becomes \((k_m', R_m')\), where \( R_m' = (p_0, p_{k}, \ldots, p_j, p_0) \). The need for mobile sensor numbers in this route should be recalculated. The \( k_m \) represents the \( \text{oldsensornum} \) and the \( k_m' \) represents the \( \text{newsensornum} \). Then, \( \eta_{ij} \) is a function of the changed sensor number and denotes the visibility on the arc \((p_i, p_j)\). The computation of \( \eta_{ij} \) considers the sweep time constraint and distance for the next chosen POI \( j \). \( \alpha \) and \( \beta \) are the weight parameters that denote the relative influence of the pheromone trails and the visibility values, respectively. \( \text{allowed}_k \) contains feasible POIs to extend the current route of ant \( k \). \( q_0 \) is a constant \((0 \leq q_0 \leq 1)\). Each time, the ant selects a random number distributed in \([0, 1]\) for \( q \). If \( q \leq q_0 \), then the pheromone of arc \((p_i, p_j)\) is multiplied by the visibility \( \eta_{ij} \). As a result, the ant chooses the edges that are shorter and with more pheromone than the others. Otherwise, the probability \( S \) is calculated. Then, the roulette wheel selection is used in deciding which candidate to select.

If the buffer size of the mobile sensor is full with collected data in constructing the route, then the mobile sensor must return to the sink and start to build a new route.

3) Local heuristic search algorithm

A local heuristic search algorithm is proposed in improving the performance of ACO. The local heuristic search procedure is considered a strong intensification process and can bring each solution computed by the artificial ants to its local optimal. The route metrics and the coverage efficiency are introduced first and then the local heuristic search algorithm is discussed.

1) Route metrics

In sweep coverage, the optimization object is to minimize the number of mobile sensors and cover large number of POIs. If a route has a few POIs and many mobile sensors, then the route is a “low-quality” route. Such “low-quality” route should be eliminated or improved to enhance the solution built by ants. Therefore, coverage efficiency that is defined as the POI number divided by the sensor number in one route is introduced to indicate the quality of the routes. Route coverage efficiency is defined as

\[
\alpha_i = \frac{P_i}{N_i}
\] (12)

where \( P_i \) is the POIs in the \( i^{th} \) route. \( N_i \) is the mobile sensors needed by the \( i^{th} \) route. \( \alpha_i \) is the coverage efficiency of the \( i^{th} \) route.
Local heuristic search algorithm

Once the ant has finished route construction and the solution $S_0$ is obtained, the local heuristic search algorithm is implemented. The local heuristic search algorithm is composed of three phases: computing, deleting, and reinsertion phases. In the computing phase, the coverage efficiency is computed for each route and the average coverage efficiency of all routes is calculated. In the deleting phase, the routes with coverage efficiency lower than the average coverage efficiency are placed into a set $C$ and deleted from the original solution. In the reinsertion phase, a route $c_i$ is randomly selected in $C$, the route is deleted from $C$, and a POI insertion algorithm is used to insert the POIs in $c_i$ to the current solution. When the POI is inserted to the solution $S_0$, two measurements are introduced to select a POI $p_u$ in $c_i$ to insert the adjacent POI $p_i$ and $p_j$ in the current solution.

\[
\zeta_1 = \min(d_{i,u} + d_{u,j} - d_{i,j}) \tag{13}
\]

\[
\zeta_2 = \min(\zeta_1(u)) \tag{14}
\]

The measurement $\zeta_1$ denotes the minimum increment for inserting the POI $p_u$, which can be used to select the best insertion place. The measurement $\zeta_2$ denotes the particular POI $p_{ur}$, which costs the minimum increment for the current solution after insertion.

An example for the route improvement algorithm is shown in Fig. 2. The original solution and coverage efficiency of each route are shown in Fig. 2 a. The average coverage efficiency of four routes is calculated as 2. The route with coverage efficiency below the average coverage efficiency is deleted from the original solution, as shown in Fig. 2 b. In Fig. 2 c, the POIs in the deleted route are reinserted to the solution and a new solution $S'$ is constructed. The new solution contains four mobile sensors and it is better than the original.

![Figure 2: Route improvement algorithm.](image-url)
4) Best solution updating strategy

After implementing the local heuristic search algorithm, a new solution is obtained. This new solution \( \psi_i \) in the \( i \)th iteration may have the same mobile sensor number as the global optimal solution but shorter total route length. If a route has a shorter length than that of other routes, then a large number of POIs are potentially inserted in this route. Therefore, if a solution has the same mobile sensor number as the global optimal solution but shorter total route length, then the possibility of decreasing the mobile sensor number in successive iterations is high. To increase the diversity of the solution, a best solution updating strategy is design as follows:

1) If the mobile sensor number in an iteration is smaller than that of the global optimal solution, then the iteration solution is substituted for the global optimal solution.

2) If the mobile sensor number in an iteration is equal to the global optimal solution, then the possibility of updating the global solution by the iteration solution is defined as

\[
p_i = \exp(-K_2 \cdot \frac{\text{len}}{\Delta T})
\]  

where \( \text{len} \) denotes the total length of the global optimal solution. \( \text{len}_i \) denotes the total length of the \( i \)th iteration. \( T \) is the total iteration time and \( T_i \) is the \( i \)th iteration time. \( K_2 \) is a constant. Eq. (15) shows that, when the difference in the total length between the global optimal solution and the current solution is significant, the possibility of updating the global solution is low; when the difference in the total iteration time and the \( i \)th iteration time is significant, the possibility of updating the global solution is low as well.

5) Pheromone information updating

1) Local updating rule

Once an ant has gone through solution construction and local search, the local pheromone update procedure is applied. The local pheromone update rule can be written as

\[
\Delta \tau_{ij} = \begin{cases} 
Q \cdot \frac{\text{Num}_{\text{current solution}}}{\text{arc}(i,j) \text{ belongs to current solution}}, & \text{arc}(i,j) \text{ belongs to current solution} \\
0, & \text{otherwise}
\end{cases}
\]

where \( \tau_{ij} \) is the pheromone of arc \((i,j)\) and \( 0 < \rho < 1 \) is a parameter. \( Q \) is a parameter related to the number of POI numbers in sweep coverage problem and \( K_2 \) is a constant. \( \text{Num}_{\text{current solution}} \) is the mobile sensor number in the current solution built by ants.

2) Global updating rule

At the end of each iteration (i.e., once all ants have gone through solution construction and local search), the global pheromone update procedure is applied. The global pheromone update rule can be written as

\[
\tau_{ij} = (1 - \gamma) \cdot \tau_{ij}^{\text{old}} + \gamma \cdot \frac{Q}{\text{Num}_{gb}}
\]

where \( \gamma \) is the pheromone decay parameter \( 0 < \lambda < 1 \), and \( \text{Num}_{gb} \) is the mobile sensor number of the globally best solution.

6) Stopping rules

The IACOSC procedure stops when no improvement is observed on the solution after several iterations or when the maximum number of iterations is reached.
4. SIMULATION RESULT

4.1 Algorithm analysis

Theorem 1. The time complexity of IACOSC is no more than $O(n^3)$, where $n$ is the number of POIs.

Proof. Assuming $m$ ants exist. The time complexity consists of five parts: the initial time, route construction, local search, local pheromone update, and global pheromone update.

(1) The initial time complexity is $O(n^2)$.

(2) The time complexity of route construction is $O(n^2 \cdot m)$.

(3) The time complexity of local search.

Assuming that $M$ routes exist. The route $T_i$ with the minimum route coverage efficiency is deleted. $T_i$ has the POI number $N_i$. According to Eqs. (13) and (14), the time complexity of inserting a POI is $\sum_{k=1,k \neq i}^{M-1} (N_k + 1)$. The time complexity of inserting $N_i$ nodes is $N_i \cdot \sum_{k=1,k \neq i}^{M-1} (N_k + 1)$. In the worst case, the time complexity of the local search is $O(n^3)$.

(4) The time complexity of local pheromone updating is $O(m \cdot n)$.

(5) The time complexity of global pheromone updating is $O(n^2)$.

The time complexity of completing an iteration is:

$$O(n^2 + m) + O(n^2 \cdot m) + O(n^3) + O(m \cdot n) + O(n^2).$$

In the worst case, the time complexity of IACOSC is $O(n^3)$.

4.2 Simulation and performance evaluation

This section presents the simulation results for evaluating the proposed algorithm and compares the algorithm with VRPSC [22] and ACOSC [23]. The performance of these solutions is evaluated in different scenarios.

The POI number = 50, 60, 70, ..., 200, are randomly deployed in a 500 m × 500 m area. The required coverage time interval of each POI is randomly distributed in 100 s – 500 s. The mobile sensors stay $T_{sense} = 20$ s at any POI for data sensing and stay $T_{trans} = 20$ s at the sink for data transmission. The default moving velocity of mobile sensors is set to 1, 3, and 7 m/s, similar to those in literature [22].

Figure 3: Comparison of OSweep and IACOSC.
Fig. 3 shows the comparison of OSweep and IACOSC. Given that OSweep does not consider the buffer size of mobile sensor and the data delivery, the buffer size of IACOSC is set sufficiently large to enable the comparison. When the velocity of mobile nodes is equal, OSweep requires a larger number of mobile sensors to perform coverage task than IACOSC. In addition, when the velocity of the mobile sensors is high, a small number of mobile sensors are required. The reason is that the sensors cannot cover large number of POIs in a certain route when the mobile sensors have low speed. Therefore, IACOSC has to create new routes with additional mobile sensors to complete the coverage.

In Figs. 4 a–f, the buffer size of the mobile sensors is set to 210, 840, and 3920 bytes. The velocity of the mobile sensors in each scenario is set to 1, 3, and 7 m/s.

Figure 4: Performance comparison of VRPSC, ACOSC, and IACOSC.
Figs. 4 a and b show that the buffer size of the mobile sensors is fixed at 210 bytes and that the velocity of the mobile sensor is set to 1, 3, and 7 m/s. The figures also show that IACOSC has better performance than VRPSC and ACOSC. The number of required mobile sensor sensors with low speed is higher than that of the mobile sensors with high speed. This condition is due to that the sensor cannot cover large number of POIs in a certain route when the mobile sensors have low speed. When the speed is 7 m/s, the performance of the three algorithms is nearly the same. The reason is that the buffer constraint is the main one in route construction and each route can only cover a limited number of POIs when the buffer size is small.

In Figs. 4 c and d, the buffer size of the mobile sensors is fixed at 840 bytes, and the velocity of the mobile sensor is set to 1, 3 and 7 m/s. The figures also show that the number of required mobile sensors of VRPSC and ACOSC grows much faster than that of IACOSC.

Figs. 4 e and f show that the buffer size of the mobile sensors is fixed at 3920 bytes and that the velocity of the mobile sensor is set to 1, 3 and 7 m/s. The figures also show that the number of required mobile sensors of VRPSC and ACOSC grows much faster than that of IACOSC. The number of required mobile sensors with a velocity of 1 m/s is higher than that of the mobile sensors with a velocity of 7 m/s. This condition is attributed to that the sensors cannot cover large number of POIs in a certain route when the mobile sensors have less velocity but enough buffer size. Therefore, the velocity constraint is the main one in route construction. In summary, IACOSC reduces the mobile sensors by 16.73 % compared with the state-of-the-art methods.

Figure 5: Calculation time of ACOSC and IACOSC.
Fig. 5 shows the comparison of calculation times between ACOSC and IACOSC. In Fig. 5 a, the two algorithms present a slight difference in their calculating times, which increase with the number of POIs. This result is due to that each route can only accommodate three POIs and the scale of a two-point-crossover in ACOSC is small in this scenario. When the number of POIs is larger than 150, ACOSC runs longer than IACOSC.

Fig. 5 b shows that the buffer constraint is moderate for moving sensor nodes. The change in the velocity of the moving sensor plays a major role in influencing the algorithm operation. ACOSC runs longer than IACOSC under three speed conditions because the time complexity of ACOSC $O(n^3)$ is higher than that of IACOSC $O(n^2)$. The experimental results confirm the theoretical analysis. As the moving speed increases, the running time of the algorithm increases because large number of POIs can be covered while the speed of moving the sensor nodes increases. In ACOSC, a large number of candidate POIs are covered when the ants build a route. When the solution is completely built, the number of POIs that can be covered by each route increases accordingly, thereby resulting in the increase in the route length of the two-point crossover. Similar to ACOSC, much computation is required to construct a route in IACOSC. In the local search algorithm, the location of route insertion increases when the routes with low coverage efficiency are deleted. This condition requires considerable computation time.

Fig. 5 c similarly shows that ACOSC runs longer than IACOSC under three speed conditions. The computation time of IACOSC changes slower than that of ACOSC. This difference is due to that the two-point crossover operation needs much computation time when a route has large number of POIs, and vice versa. The computation time of IACOSC increases linearly with the number of POIs.

5. CONCLUSION

Aiming at the sweep coverage problem that is integrated with data delivery, the sink node in WSN was treated as a special POI and a novel solution based on ACO called IACOSC was proposed. Through theoretical analysis and simulation, the following conclusions are obtained:

(1) The buffer size and speed of mobile sensors significantly influence the performance of IACOSC. If the buffer size of mobile sensors is set to infinity, then the number of mobile sensors is inversely proportional to speed. The number of mobile sensors reaches a minimal value when the buffer size is set to infinity. However, if the speed is determined, then simply increasing the buffer size of the mobile sensor cannot significantly reduce the number of mobile sensors.

(2) The local search algorithm plays an important role in reducing the computation time and improving the performance of ACO. The largest difference between ACOSC and IACOSC is the local search algorithm. The time complexity of the local search algorithm of ACOSC based on the two-point-crossover operation is higher than that of IACOSC. Thus, the results from the algorithm analysis show that the total time complexity of IACOSC is significantly lower than that of ACOSC.

In this study, the sweep coverage scheme considering data delivery is more approximate in practical application than the original one. However, the practical application of sweep coverage is influenced by many factors, and the proposed method is limited to considering dynamical network coverage and data delivery. Additional influencing factors, such as energy of mobile sensors, constraint of data transmission delay, and incomplete connection of POIs should be considered in future studies.
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