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Abstract 

To improve the reliability of the discrete event simulation model, it is necessary to represent, the best 

way possible, the operator behaviour and his subsequent performance. Deterministic simulation models 

often overestimate the production capacity of manufacturing systems since they don´t consider some 

key relationships, such as the impact of human factor performance on productivity. This paper, with the 

aid of statistical techniques, analyses the total of boards produced, taking into consideration different 

periods of work shifts to apprehend the variability of human performance at different points throughout 

the day. Therefore, this paper aims to investigate the impact of human performance on the work shift 

and, hence, on the computer model’s validity. Results reveal that human performance has a significant 

impact on the productivity of the assembly line investigated and affected the reliability of production 

forecasts through stochastic simulation. 
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1. INTRODUCTION 

The discrete event simulation (DES) is an assertive summary of a real system to generate 

inferences about it, thus avoiding the costs resulting from real experimentation and interrupting 

the flow of activities of this modelled system [1, 2]. In fact, DES has been increasingly used as 

a basic tool to support decision making [3]. However, it is noteworthy that when a system is 

composed of numerous manual or semi-automatic activities, mainly depending on human 

factors for its realization, the discrete event simulation cannot accurately apprehend all points 

of interest in the system that was modelled and therefore, the simulation results may not be 

reliable [4]. This lack of reliability of the outputs of the computational model will therefore 

affect, in a greater or lesser extent, the validation of the computational model. One of the details 

that cannot be overlooked is related to the variability of performance of the human factor, 

because, according to [5], the performance of workers changes during the execution of tasks. 

Such change can occur between different specialists or operators who perform the same task or 

when the same specialist or operator redoes a task. 

      There are several variables (e.g., sleep time, age, temperature) that can be related to this 

variability in human factor performance. Sleep deprivation results, for example, in impaired 

reaction time, lengthy decision making and slow cognitive processing [6-12]. Thus, it is 

possible and likely that there are several impacts on the performance of the human factor due 

to only one variable, such as the lack of adequate sleep. Considering that innumerable variables 

can affect the human factor, we realize how much the operator is subject to random fluctuations 

in his general work performance. 

      Therefore, it is imperative to think of strategies to consider this human factor in the best 

possible way in computer simulation projects and to recognize the importance of capturing 

these factors during the DES project. In this context, the objective of this article is to investigate 
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and understand the impact of the variation of the performance of the human factor on the 

productivity of the modelled system through a non-parametric statistical test to validate the 

computational model. 

      Thus, it will be verified whether the total simulated quantity of plates produced at the end 

of the electronic manual assembly line undergoes statistically significant changes when 

considering the variation in the performance of the human factor at different times of the day, 

varying the time of execution of the tasks in a stochastic manner. 

      To implement the objective of this article, an electronic board assembly line with four 

assembly steps was defined as the object of study. A discrete event simulation project was 

planned for this research, in which different seven scenarios were defined. Finally, the work is 

organized as follows: Section 2 presents the methods used for DES; Section 3 describes the 

experimental research to test the methodology; Section 4 provides the results and discussion; 

and Section 5 gives the conclusions along with the limitations of the work, plus guidelines for 

future research. 

2. MATERIAL AND METHODS 

The stages of a simulation project are shown in Fig. 1. In the first stage (conception), the model 

within the analyst's mind should be represented according to a simulation model representation 

technique (e.g., IDEF-SIM proposed by [13]) to make it a conceptual model, so that other 

individuals can understand it. The input data should also be collected at this first stage, being 

very important to know the correct probability distributions of fundamental stochastic processes 

that conduct the simulation [14]. In the stage called implementation, the second one, the 

conceptual model is then converted into a computer model through the implementation in a 

computer, using a simulation language or a commercial simulator. In this research we used the 

ProModel® software. Next, the computer model must also be checked against the conceptual 

model to determine if it is operating as expected. Some results should be generated to validate 

the computer model, from which it should be observed whether the model is an appropriate 

representation of reality. Techniques proposed by [15] and [16], such as comprising validation 

by model animation, validation by comparing the results provided by the model with the results 

obtained in the actual system through statistical tests and face-to-face validation are some 

possible options to carry out the validation of the computational model. Finally, it is important 

to emphasize that computational validation must be done carefully and following a rigorous 

assessment [17]. 
 

 

Figure 1: Sequence of steps for simulation; adapted from [13]. 

      In the third stage (analysis), after being verified and validated, the computer model is ready 

for the experiments, yielding the experimental model. Thus, the analysis phase consists of 

planning, executing and analysing experiments, and, at this stage, the design of experiments 

(DOE) techniques may be applied, as well as hypothesis tests [18]. After analysing the results, 

the conclusions and recommendations are presented. 
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      According to [19], the behaviour of an operator can be influenced by many factors such as 

the work surroundings (physical: micro-climate, noise, ergonomic factors; social: 

communication among the group, human relations), nature of the assignment (motor or 

cognitive, repetitive or non-repetitive, discrete or continuous) and personal factors 

(psychophysical attitudes, personal ability, gender, age). According to these authors, these 

factors can profoundly affect the conduct of an operator, which can ensue in performance 

variability amid the work shift. This changeability in task completion times can be observed in 

cases where the assignment is completed by the same operator in different production contexts 

and if the assignment is performed within the same work environment (physical and social 

environment). Sena et al. [20] state that in addition to the logical, analytical and computational 

aspects, human aspects must be studied and receive appropriate attention to their application. 

For [21], any service industry involves human members whose behaviour can influence system 

performance. Even the manufacturing industry, which has many automated systems, also 

involves the human being at some point. For [22], DES in its traditional approach does not 

adequately represent the human factor and its intrinsic aspects, thus impacts on productivity not 

predicted by the simulation will be noticed. 

      According to [23], the understanding and modelling of the behaviour of human factors in 

an uncertain and complex environment are tremendously challenging activities. Researchers 

from several fields have been putting substantial efforts to address this challenge and some 

attempts were made, like the work of Spencer [24] who modelled the correlated work 

performance with circadian rhythm. 

      The novelty of the research is to draw attention to the importance of human factors in a DES 

project using productivity as a quantitative metric. Applying a research on the Scopus® database 

using the terms “discrete-event simulation” and “human factor”, while limiting the search to 

title, abstract and keyword, it is demonstrated in Fig. 2 that there is a growth in the number of 

works published in the last 11 years. However, the total number of 54 publications in the last 

11 years considered is still incipient. Based on these results, the importance of this work is to 

expand the frontiers of knowledge regarding the human factor and DES using a quantitative 

metric. 

 

Figure 2: Research on the Scopus® database using the terms “discrete-event simulation” and “human 

factor”; last 11 years. 

3. APPLICATION OF THE METHOD 

After defining which human factor will be analysed, it is possible to determine the model within 

the method proposed by [25] and replicated by [26]. The object of the study of this paper was 

a manual assembly line that sets up electronic boards and works with high-volume production 
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in a medium-sized company. This assembly line uses a straight layout with four sequenced 

steps. According to Fig. 3, step 1 refers to the review of the electronic board; step 2 is a touch-

up; step 3 is for testing; and step 4 is for packaging. Among the steps are the work-in-process 

(WIP). Each step requires an operator to carry out the activity. This task is always accompanied 

by specific instructions (Fp). 

      Note that the conceptual model of the production process shown in Fig. 3 was conceived 

using the IDEF-SIM technique. The work shift hours are between 7:00 am and 5:00 pm, 

including a break for lunch between 12:00 noon and 1:00 pm and two stops for workplace 

gymnastics. 

 

Figure 3: Conceptual model. 

      Thus, in the conception stage, the mapping technique proposed by [13] was applied to 

develop the conceptual model. Its validation was done by experts through the face-to-face 

technique. The next step was the input’s modelling. To achieve this target, it was necessary to 

conduct an intense work of timing the steps of the line. Altogether, 1200 processing time values 

were collected throughout 9 months of data collection. Several stopwatches were used together 

with video cameras located on the ceiling above the production line for the measurements. It is 

essential to emphasize that the times measured on the first week, were all ignored because 

workers were at an out of normal production pace. This behavioural change can be attributed 

to the anxiety generated on employees by the stopwatch presence. It is also noteworthy that the 

data for each step were always collected from the same operator. Thus, variations in production 

times cannot be attributed to differences in operators’ skills. The work shift was divided into 

four periods, as shown in Fig. 4, for creating the scenarios that will be presented. 
 

 

Figure 4: Division of periods. 
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      The processing times obtained through the chrono analysis of the steps were used to 

calculate several statistical distributions according to each period considered, as shown in Table 

I. 

 Table I: Statistical distributions. 

  Step 01 Step 02 Step 03 Step 04 

1st period Triangular Beta Triangular Weibull 

2nd period Beta Weibull Power function Pearson 

3rd period Loglogistic Beta Triangular Pearson 

4th period Rayleigh Weibull Weibull Beta 

      The quality of fit tests is calculated for each fitted distribution to determine the relative 

quality of fit [27-30]. The Anderson-Darling [31] test is performed to test the excellence of 

quality of fit of the fitted accumulative distribution to the input data. This test was applied for 

the discover of each statistical distribution in Table I. 

      In the implementation stage, the computational model was developed using ProModel® 

software, according to Fig. 5. The verification and validation tests were applied according to 

[15, 16]. 

 

Figure 5: Computational model form ProModel®. 

      The computational verification model was made mainly through debuggers in the software. 

In face of the statistical validation, the variable that was chosen was the total number of 

electronics boards produced over a week. The validation was made from the comparison of 

electronics boards made over a week using time analysis data and parts produced over a week 

during the same period throughout the real system [15, 16, 25]. When it comes to the work shift, 

seven scenarios have been developed. They are presented in Table II. 

      For each one of the seven scenarios in the work shift, it was initially performed thirty 

replications during the week. The primary number of replications was calculated in accordance 

with [16] and thirty replicates were made for each scenario, where the number of the output of 

the computer model refers to the total production throughout an entire week of production. For 

this study, a week was considered from Monday to Friday. It is noteworthy that real data were 

obtained over 30 consecutive weeks through the production control system of the company 

where this study was conducted. To run replicas operationally in this research, direct and 

manual data entry in the computational model [32] were used. 

      Finally, in the analysis stage, the scenarios were implemented. The first experiment 

involved the deterministic processing times which were named Scenario 1. Once the time was 

deterministic, it was not necessary to execute replications. The remaining experiments (other 
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scenarios) performed in this study took into consideration stochastic processing times. Once the 

times were stochastic, the simulator was programmed to make 30 replications of the model 

depending on the probability distributions that were previously calculated [31]. 

Table II: The seven scenarios. 

Scenario Type Description 

I Deterministic 

For the entire shift, the times collected were used, counting on the 

average standard time of five samples collected, independently of 

the time of day, in the work shift. 

II Stochastic 

For the entire shift, the times collected were used, counting on a 

distribution of probability of ten samples that were collected, 

independently of the time of day, during the work shift. 

III Stochastic During the whole shift, the distribution in the first period was used. 

IV Stochastic In the second period the distribution was used during the entire shift. 

V Stochastic In the third period the distribution was used during the entire shift. 

VI Stochastic In the fourth period the distribution was used during the entire shift. 

VII Stochastic 
The corresponding probability distribution was used for each period 

of the day. 

4. RESULTS AND DISCUSSION 

The first action was to analyse the output data of the seven scenarios, and the Dotplot was 

conceived using Minitab® (Fig. 6) to assess and compare a sample of the total number of 

electronics boards produced per week for each proposed scenario.  

 

Figure 6: Dotplot of each scenario. 

      It is evident that Scenario VI presents the smallest quantity produced of the seven scenarios 

considered. It is worth mentioning that in Scenario VI the processing times were collected near 

the end of the shift. Therefore, through the Dotplot, an indication that the performance of the 

human factor varies during the work shift is observable. 

      Applying the classic definition of productivity (output divide by input) [33] and considering 

that the input is constant and equal to the operators on the assembly line, it is possible to build 

Table III. 
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Table III: DES productivity. 

Scenario 
Mean produced per week 

(n = 30) 

Productivity 

(output/input) 

I 783 196 

II 733 183 

III 784 196 

IV 778 195 

V 659 165 

VI 584 146 

VII 698 175 

     For each proposed scenario, there is a specific productivity value. Notably, the scenarios that 

represent the return from lunch break (Scenario V) and the end of the shift (Scenario VI) have 

the lowest productivity values. 

     To apply the computational model validation, a test of statistics was firstly performed for 

the work shift to confirm the regularity of the total number of electronics boards produced. 

Assuming a confidence level of 95 %, the output samples for each scenario were considered not 

normally distributed, since their Anderson-Darling p-values are less than 0,05. 

     Thus, the output samples cannot be compared by parametric tests. From the observation of 

some premises – variable of interest is continuous, samples are independent and each individual 

in the population has an equal probability of being selected in the sample – another option had 

to be considered. For these situations, Montgomery and Runger [18] recommend Mann-

Whitney tests. Table IV shows the outcomes of the Mann-Whitney tests used in the comparison 

between each scenario’s outputs and the real systems. 

Table IV: Mann-Whitney test. 

Scenario  
Test statistic 

Mann-Whitney p-value 

I < 0.05 

II < 0.05 

III < 0.05 

IV < 0.05 

V < 0.05 

VI < 0.05 

VII > 0.05 

      Based on the results presented in Table IV, and assuming a confidence level of 95 %, only 

Scenario VII was validated, since p-value > 0,05. 

      Therefore, the most detailed scenario that used a probability distribution by each period was 

the only one that was validated in this context. This fact would be an indication that the 

performance of the human factor, in fact, affects the final result of computational validation in 

simulation projects situations where there is a large portion of manual activities. 

5. CONCLUSIONS 

This article presented a study of a manual assembly line and investigated the impact of human 

factor performance on the variation of work productivity and, therefore, on the validity of the 

computer model. 
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      According to the results of the Mann-Whitney statistical test, only Scenario VII was 

validated. This scenario was the most fractional, with four distributions of statistical probability 

per stage of production of the assembly line. In this Scenario VII, a stochastic distribution was 

used for each of the four periods of the work shift. Thus, the results show that human 

performance affects the productivity of the investigated assembly line, affecting the validation 

of the stochastic simulation. 

      Finally, this work identified that the validation of the computational model, using the 

statistical test presented, has a relationship with the performance variation of the human factor, 

which in this case was represented by the productivity of the assembly line, in accordance with 

the planned seven scenarios with their respective statistical probability distributions. Therefore, 

this research contributed to draw attention of users of computer simulation to the importance of 

considering human factors within a DES project using productivity as a comparative metric in 

the validation tests of the computational model. 

      It is worth mentioning that these partial conclusions are limited to the type of process 

studied in this work, which deals with an assembly line of electronic boards that works with 

high-volume production, in a process that rely on manual activities performed mostly by 

women. And finally, some suggestions for future works: analysis of the variation in the work 

rate over the days of the month, analysis of the variation in the rhythm of human work due to 

the anxiety generated by the proximity of the timekeeper, and an analysis considering not only 

physiological factors, but also psychological factors, as a predefined production goal. 
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