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Abstract
This paper focuses on the order batching problem, aiming at this order batching problem of an e-commerce unmanned warehouse multi-robot picking system, considering the complexity and uncertainty of the system. In this paper establishes a two-stage model with the objective function of maximizing the sum of the average similarity of each picking station and balancing the picking station picking times, and uses a dynamic clustering algorithm to solve the model. The simulation results show that a two-stage order batching model that considers the order similarity and the picking time balance can be established, which can reduce the number of shelves effectively and improve the picking efficiency of warehouse multi-robot system.
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1. INTRODUCTION

In recent years, in the research on robot systems, robots have been applied in multiple fields. Compared to single robots, multi-robot systems can cooperate and complete tasks that cannot be completed by a single robot and can ensure that the tasks are efficient and accurate. Due to the unique advantages of a multi-robot system, these systems have been attracted by many experts and scholars at home and abroad. Regarding the logistics aspect, an intelligent warehouse picking system composed of multi-robot systems has become the research focus. On the one hand, multi-robot systems can complete the picking using collaboration operations to enhance the efficiency of the order picking. On the other hand, the collaborative operating mode of multiple robots also increases the complexity of the research on these systems. In the multi-robot intelligent storage picking system research, there are many studies on intelligent storage picking systems, such as warehouse planning, road network layout, storage location optimization, order batching, task scheduling, and route optimization. E-commerce orders have characteristics such as small batches, multiple varieties, and high frequency, and the orders usually must be pre-processed in the system. Pre-processing is the processing before the order picking. It is done according to certain rules, and it places orders with the same characteristics together. Picking together can reduces the amount of shelves and improves the operation’s efficiency. In e-commerce warehouses, the quantity of orders is large, the variety of goods is large, and the order batching problem has proven as a Non-Deterministic Polynomial Problem. Reasonable order batching can greatly reduce the quantity of shelves, the number of transferring times and running costs of a logistics robot, thereby improving the picking system’s efficiency. Order batching is one of the most basic steps of order picking operations, and a reasonable order batching strategy can effectively reduce the picking time and can allocate operations for subsequent tasks, thereby providing good initial data. This article researches the order batching and task allocation problems of an e-commerce unmanned warehouse multi-robot picking system.

The research on the order batching problem is divided into the "person-to-stock" picking operating modes and the "goods-to-person" picking operating modes. Of the two, the order
batching problem in the "person-to-stock" picking operating mode is studied more. Henn and Wäscher [1] studied the order batching problem at a fixed time. Based on the correlation of the goods, a mathematical model with the shortest total picking time is established, and the two improved Tabu search algorithms can be used to solve the dynamic order batching problem. Zivanic et al. [2] developed an original bound cavities method, which defines the sequence of execution of received orders in “pick and pass” systems, where the tendency is to perform zone changes in places where there is a continuity of no items for extraction. Hsieh and Huang [3] adopted K-means clustering and self-organizing neural network classification methods (KMB and SOMB) for order batching. The experiments have proved that the methods can effectively reduce the total running time and can find the best order batch combination for different order types. Henn and Schmid [4] using a meta-heuristic algorithm minimized the delay time of orders and adopted an iterative local search method, which has been combined with the mountain climbing algorithm to solve the order sequencing problem. Klodawski et al. [5] presents analysis of the order picking system efficiency under congestion situations. Wang et al. [6] also established a two-objective order batch mathematical model that considers the total service time and balances the workload of each partition and used genetic algorithms to solve the dual-objective model. Matthews and Visagie [7] pointed out that in a "goods picking" system, order ordering has an important effect on the picking efficiency. The concept of cutting is introduced and the optimal solution is found. An order batch models are established to short the walking distance of pickers, and a heuristic saving algorithm is used to solve the model.

Regarding as the "goods-to-people" picking operation mode, Li et al. [8] addresses the problem of optimal movable-shelf selection for the cargo-to-person picking mode. However, the work does not take into account the characteristics of parallel operations of multiple picking stations. In addition, the heuristic algorithm is used to solve the order batching model. Koch and Wäscher [9] solved the order batching problem through a hybrid algorithm combining a group genetic algorithm with a local search process. There are other certain order batch processing methods. Xiang et al. [10] studied the order batching problem under a Kiva system, established a mathematical model to minimize the quantity of shelf visits, and proposed a heuristic algorithm to maximize the number of orders by improving the variable neighbourhood search. However, most of the research on order batching problems only considers defining the correlation between orders, which would reduce the number of shelves, and does not consider the picking time using a balanced picking table to improve the system’s picking efficiency [11].

In an e-commerce unmanned warehouse multi-robot picking system, the picking efficiency of the system is determined by the picking table with the longest picking time [12]. Therefore, for improving the picking efficiency of the warehouse and solving the order batching problem, it is often necessary to pre-process an order to improve the picking efficiency of picking and customer satisfaction to the order.

In summary, the article researches the order to solve the batching problem of an e-commerce unmanned warehouse multi-robot picking system. It considers placing orders with a large order similarity in the same batch for picking to reduce the rack handling times and considers balanced picking table picking to improve the system's picking efficiency. Based on this, a two-stage model is established in two aspects, and a dynamic clustering algorithm is designed to solve the model to achieve a reasonable order batching result. In this paper, the order allocation problem is first defined. A detail description of the order batch problem is given, the order similarity is defined by the number of times that any two orders move the same shelf, and a two-stage order batch model is established for the order correlation and picking time balance.

In an order batch model, the first stage maximizes the average similarity between each picking station and reduces the number of shelves. The second stage minimizes the picking time of the largest picking station and improves the system's picking efficiency. Finally, according to the characteristics of the model, a dynamic clustering algorithm can be used to solve the models
and complete the order batch operations. The research results of the order batch simulation in this article are given at the beginning of Section 4. The generation of the initial data ensures a more reasonable task allocation result.

2. PROBLEM DESCRIPTION

For improving the picking efficiency of the warehouse, there is often necessary to pre-process an order to enhance the picking efficiency greatly and customer satisfaction to the orders [13]. This research uses the order batching problem of an e-commerce unmanned multi-robot picking system and considers the order similarity of large orders that are placed in the same batch for picking to reduce the number of times that a rack is moved, and the balanced picking table picking time can improve the system’s picking efficiency. In this way, a two-stage model is established in two aspects, and a dynamic clustering algorithm is designed. The model is solved to achieve reasonable order batching results.

2.1 Order batch method

The order batching problem refers to a process of combining orders in accordance with certain rules in order to reduce the number of times that a logistics robot moves a rack and the costs of the system’s operations. The order batching problem studied in this article is described as the follows: for a certain wave of the \( N \) picking order \( O_1, O_2, \ldots, O_N \), there are multiple kinds of goods in each order on different shelves, and we assume that each kind of good is only on one shelf. Those orders that require moving the same shelf to complete the order picking operations are divided into a batch as much as possible using a picking table for picking. In addition, we consider the picking time balance of the picking table to enhance the picking efficiency of the system and cut down the operating costs of the robot.

The order batch methods [14] are mainly divided into four types: total measurement batch, time window batch, fixed order volume batch, and smart batch methods. In total measurement batching, before the picking operation and before the orders are summarized, the products in all orders are collected together, and these products are uniformly selected, which is mainly suitable for a periodic distribution. In time window batching, in a short period of time, urgent orders are accepted and goods are quickly picked in batches, which is applicable to the order requirements of the order picking for urgent shipments. In addition, the order quantity and the number of types of items should not be too much. In fixed order quantity batching, when the number of received orders reaches a pre-set threshold, they are processed in turn on first come first served to complete the operation of picking [15]. It is mainly used as a first-come-first-served method to achieve continuous and stable operating efficiency [16]. In smart order batching, in the order system, the orders are ordered according to certain rules such as the same picking path and strong order similarity. Orders are then processed in groups. This batch method is suitable for picking in large warehouses with a large variety of stored items. The order batch method used in this article is smart order batching, which can improve the picking efficiency of the system greatly [17]. Aiming at an e-commerce unmanned warehouse picking system assessed in this paper, a two-stage target model that maximizes the sum of the average similarity of orders at each picking station to ensure the balance of the picking station picking time is found to be effective. It reduces the number of times that a rack is moved, and it can effectively improve the system’s picking efficiency.

2.2 Dynamic clustering algorithms

Dynamic clustering is one of the clustering algorithms and is a large sample clustering method [18]. The main feature is that it conducts rough pre-classification and then gradually adjusts the
classification until the classes are reasonably classified. The systematic clustering method has many advantages such as low computational complexity, lower computer memory requirements, and simple methods, so it is more suitable for the cluster analysis of large samples [19].

The basic ideas of dynamic clustering method are the following: arbitrarily select the initial aggregation point or provide an initial clustering result, and according to some clustering rule, continuously adjust the results until the clustering and classification results become stable.

The process of a dynamic clustering algorithm based on order batching is as follows.

*Step 1.* It is preferred that the data be initialized using the clustering method.

*Step 2.* Determine the number of cluster centres, determine the initial of cluster centres, and perform the data’s initial classification.

The different clustering centres selection will lead to the different clustering results [20], so the initial clustering centre selection will greatly affect the final clustering effect. Generally, there are several methods to select the initial clustering centre.

(1) According to the amount of clustering centres, select a group of points as an initial clustering centre randomly, perform clustering with an algorithm, compare the clustering results, and select the optimal clustering result. The corresponding clustering centre is an initial clustering centre. This can select the optimal cluster centre but is computationally intensive.

(2) Randomly select an initial clustering centre. Then, the next initial clustering centre is the farthest away the clustering centre, at the same time, the subsequent clustering centre chooses the point farthest from the already selected clustering centre. The selection method can ensure the clustering centres perfect which are not only random but also scattered.

(3) Use other clustering methods to determine the clustering centre and apply it to the algorithm of the initial clustering centre.

*Step 3.* Regarding the clustering rules, continuously adjust the clustering centre of each cluster until the clustering centre does not change.

### 3. MODELLING PROCESS

The other order batching problem in the article is waving picking. For the orders within a certain wave, order batch processing is performed. The number of wave-picking orders is determined by the sum of the maximum number of buffers in each picking station.

#### 3.1 Two-stage model assumptions

Aiming at this order batching problem of an e-commerce unmanned warehouse multi-robot picking system, considering the complexity and uncertainty of the system, the following assumptions are made:

1) Each order has at least only one kind of good, and the one kind of good can be fit in many different orders.

2) The goods of each order are indivisible.

3) The warehouse layout, order information, storage location information, shelf positions, etc. are known conditions.

4) A good is located on one shelf only.

5) Do not consider the situation that a good is out of stock.

6) The time for the staff to pick any item is the same.

7) The rated speed of the logistics robot during operations always remains the same.

8) A robot moves only one shelf at a time when serving a picking table.
3.2 Two-stage model construction

Parameter definition at the first stage

The parameters and variables used in the first stage model are as follows: \( n \) – orders, where \( n = 1, 2, \ldots, N \); \( q \) – shelves, where \( q = 1, 2, \ldots, Q \); \( s \) – picking tables, where \( s = 1, 2, \ldots, k \); \( W \) – the maximum capacity of the picking station when processing orders (the specific value of orders is divided by the number of picking stations multiplied by 150\%); \( b_{nq} = \begin{cases} 1, & \text{finish order } n \text{ by moving shelf } q; \\ 0, & \text{otherwise} \end{cases} \); \( x_{ns} = \begin{cases} 1, & \text{order } n \text{ is waiting to be picked at shelf } s; \\ 0, & \text{otherwise} \end{cases} \);

\( \gamma_{nm} \) – order \( n \) with similarity \( m \).

Upon completion of two orders \( n \) with \( m \), the number of same shelves to be moved is in the range \([0 \sim 1]\). There are multiple kinds of goods on each order, different goods are on different shelves, and multiple orders need to be moved to complete an order. As much as possible, the orders are placed on the same picking table as a batch to reduce the number of times the shelves are moved.

The order similarity matrix \( \gamma \) is defined as follows:

\[
\gamma = \begin{bmatrix}
\gamma_{11} & \gamma_{12} & \cdots & \gamma_{1N} \\
\gamma_{21} & \gamma_{22} & \cdots & \gamma_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_{N1} & \gamma_{N2} & \cdots & \gamma_{NN}
\end{bmatrix}
\]

There is a small example used to illustrate the correlation between orders. Suppose there are 6 orders, which are represented by order number = (man who needs to be carried out to complete the order by number), that is:

1 = (2, 3), 2 = (3, 9, 10), 3 = {1, 4, 7}, 4 = {1, 7}, 5 = {4, 8, 9}, and 6 = {1, 2, 22}.

For example, \( \gamma_{12} = \frac{1}{2+3-1} = 0.25 \). Therefore, the similarity between the 6 orders is as follows:

\[
\gamma = \begin{bmatrix}
0 & 0.25 & 0 & 0 & 0 & 0.25 \\
0.25 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.67 & 0.2 & 0.2 \\
0 & 0 & 0.67 & 0 & 0 & 0.25 \\
0 & 0 & 0.2 & 0 & 0 & 0 \\
0.25 & 0.2 & 0.25 & 0 & 0 & 0
\end{bmatrix}
\]

The objective function is to reduce the quantity of times that a rack is moved and to maximize the sum of the average similarity between every picking station:

\[
\text{Max } Z = \sum_{i=1}^{k} \left( \frac{\sum_{n=1}^{N} \sum_{m=1}^{N} \gamma_{nm}x_{ni}x_{mi}}{\sum_{n=1}^{N} x_{ni} \left( \sum_{i=1}^{N} x_{ni} - 1 \right)} \right)
\]

(2)

Among them, the constraints are as follows:

\[ \sum_{i=1}^{k} x_{ni} = 1 \quad n = 1, 2, \ldots, N \]

(3)
Jiang: Solving Multi-Robot Picking Problem in Warehouses: a Simulation Approach

\[ \sum_{q=1}^{Q} b_{nq} \geq 1 \quad n=1,2,...,N \]  
(4)

\[ 2 \leq \sum_{s=1}^{N} x_{ns} \leq W \quad s=1,2,...,k \]  
(5)

\[ x_{ns} \in \{0,1\} \quad n=1,2,...,N; s=1,2,...,k \]  
(6)

\[ b_{nq} \in \{0,1\} \quad n=1,2,...,N; q=1,2,...,Q \]  
(7)

Constraint (3) shows that one order can just be batched to one picking station for picking; constraint (4) indicates that at least one shelf is used to fulfill an order; constraint (5) shows that the quantity of orders on every picking station is not over \( W \) and is not less than 2; and constraints (6) and (7) are variable value constraints.

**Parameter definition at the second stage**

Based on the first phase, the parameters and variables used in the second stage model are as follows: \( j \) – goods, where \( j = 1, 2, \ldots, l \); \( d_{qs} \) – distance from shelf \( q \) to picking table \( s \); \( t_{pick} \) – the time when the staff picks a good; \( v \) – running speed of the robot;

\[ \alpha_{jn} = \begin{cases} 1, & \text{goods } j \text{ is on order list } n \\ 0, & \text{otherwise} \end{cases} \]

\[ \beta_{jq} = \begin{cases} 1, & \text{goods } j \text{ is on shelf } q \\ 0, & \text{otherwise} \end{cases} \]

\[ \rho_{qs} = \begin{cases} 1, & \text{shelf } q \text{ is used by picking table } s \\ 0, & \text{otherwise} \end{cases} \]

The time for a logistics robot to complete a task mainly includes three parts: \( t_1 \) represents the time from the initial location of the logistics robot to the shelf where this task is located, \( t_2 \) represents the round-trip time between the logistics robot’s handling of the shelves to the picking station point, and \( t_3 \) indicates the time when the staff picked the goods, where \( t_j = t_1 + t_2 + t_3 \). When a robot performs a task, it often chooses to execute the task with the lowest costs. Here, we ignore the initial time of the robot to reach the shelf where the task is located, which results in the following:

\[ t_j = \frac{2d_{qs}}{v} + t_{pick} \]  
(8)

To complete picking table \( s \), the order picking time includes the time to complete all the tasks on the picking table, but there are goods on the same shelf, which decreases the time to complete picking table \( s \). The order picking time is calculated as follows:

\[ t_s = \left( \sum_{n=1}^{N} \sum_{j=1}^{l} x_{ns} \times \alpha_{jn} \right) \times t_1 - \sum_{q=1}^{Q} \rho_{qs} \times \frac{2d_{qs}}{v} \times \left( \sum_{j=1}^{l} \beta_{jq} - 1 \right) \]  
(9)

According to the above description, the mathematical model of the following order batch problem is established:

\[ \text{Min Max } t_s \]  
\[ \sum_{q=1}^{Q} \beta_{jq} = 1 \quad j = 1,2,...,l \]  
(11)

\[ \sum_{j=1}^{l} \alpha_{jn} \geq 1 \quad n = 1,2,...,N \]  
(12)

\[ \sum_{q=1}^{Q} \beta_{jq} \times b_{nq} \geq \alpha_{jn} \quad j = 1,2,...l; n = 1,2,...,N \]  
(13)

\[ \beta_{jq} \in \{0,1\} \quad j = 1,2,...,l; q = 1,2,...,Q \]  
(14)

\[ \alpha_{jn} \in \{0,1\} \quad j = 1,2,...,l; n = 1,2,...,N \]  
(15)

Here, objective function (10) minimizes the order picking time on the picking table with the longest picking time; constraint (11) ensures that one kind of good is only on one shelf; constraint (12) ensures that there is at least one good in an order; constraint (13) ensures that
the goods in each order can be picked; and constraints (14) and (15) are the constraints on the values of variables.

4. MODEL SOLUTION AND SIMULATION

In this article, the dynamic clustering algorithms are used to resolve the model, and the main steps include the followings: the dynamic clustering algorithms first conduct rough classification, and then the classification is gradually adjusted until it is more reasonable. For the two-stage model established in this paper, in the first stage of its construction, the initial clustering results are obtained based on maximizing the similarity of each picking station, and then the clustering results are adjusted according to the picking time of the second stage to balance the picking stations. With the problems of this paper studied, a class of dynamic clustering algorithms are used to resolve the model [21]. Based on the similarity of the completed order’s handling of shelves and the picking time of the balanced picking table, the model is resolved by using a dynamic clustering algorithm. The algorithm flows are shown in Fig. 1.

Input: Order information for a certain wave.

1. A preliminary clustering process based on maximizing the sum of the average similarity of each picking station order.

   **Step 1.** Determine the initial cluster centre.
   ① Calculate the similarity between any two orders using Eq. (1) for \( \gamma_{\alpha\beta} \) to obtain the order similarity matrix \( \gamma \).
   ② In the order similarity matrix, select the order that has the highest similarity with \( \alpha \) other orders (the sum of the similarity between each order and other orders ÷ number of orders). As the initial clustering centre, assign it to a picking table, and then select \( \alpha \) orders with the least order correlation and the largest average similarity to the remaining orders, where \( \beta \) is the initial clustering centre for the next order. Continue this process until each picking station is assigned to an initial clustering centre, where the number of initial clustering centres is based on the number of picking stations \( k \) that was set.

   **Step 2.** Order batching rules.
   ① Calculate the average similarity value of each order and each clustered order and group them according to the largest average similarity value until \( k \) is one. If all the orders are included in each cluster, the process ends and the next step is performed.
   ② Determine the number of orders in each category. If the number of orders in a certain category exceeds the maximum of the picking capacity table \( W \) and delete the order with the smallest average similarity with other orders in this cluster and calculate the number of orders and orders less than \( W \). Based on the average similarity of the cluster, add the order to the cluster with the largest average similarity. Continue to adjust the number of orders over \( W \) clusters until the total number of clusters does not exceed \( W \).
   ③ All orders are assigned to the corresponding picking station, and step 2 is repeated, considering the dynamic clustering adjustment of the picking time balance of each picking station.

2. Dynamic clustering adjustment considering the picking time’s balance of each picking station.

   **Step 3.** Dynamic adjustment of the balance. In the previous step, an initial order batching result was obtained, and each order has a branch of orders.
   ① According to the initial order batching results obtained at the previous step, use Eqs. (3) to (9) to calculate the time for each picking station to complete the order picking operation. Denote the picking station with the longest picking time as \( s_1 \) and the picking station with the shortest picking time as \( s_2 \); calculate the picking time difference between the two as \( t_1 \).
② For the picking station $s_1$, calculate the average similarity of each order on the order and find the order with the smallest average similarity $i$.

③ Place the order $i$. Calculate the correlations with the remaining picking order cluster orders to find the cluster with the largest average similarity.

④ After one order is added on the picking station, if the picking station’s order quantity does not exceed $W$, $i$ more orders are added to this picking station, and we recalculate the time difference between the picking station with the longest picking time and the picking station with the shortest picking time $t_2$. Otherwise, we return to ③.

⑤ Compare $t_1$ and $t_2$. If $t_1 < t_2$, cancel the merging with this cluster. If $t_1 \geq t_2$, then merge the orders with the cluster and repeat step 3, which is the dynamic adjustment of the equilibrium, until all $t_1 < t_2$. So far, the order batch operation is completed.

Output: Order number for each cluster.

5. RESULTS AND DISCUSSIONS

To prove the task allocation model’s effectiveness and the method of the e-commerce unmanned warehouse multi-robot picking system, simulation was performed using MATLAB, and after multiple iterative calculations, the simulation results of task allocation were obtained. Taking enterprise, A, as an e-commerce company, for example, assume that the company’s warehouse layout is shown in Fig. 2. In a 2000 m² warehouse, there are 120 shelves.

Figure 1: Algorithm design in the first stage and the second stage.
To improve the picking efficiency, the orders under a certain wave time which are divided into batches, the orders in the batches are separated into tasks, and picking operations are assigned to the appropriate robots to perform until the picking operations of the batch order are completed [22]. The proposed model and method are verified by a simulation, and the description of the parameters of the simulation is shown in Table I.

Table I: Parameter description.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Number of robots</td>
<td>10</td>
</tr>
<tr>
<td>T</td>
<td>Task types</td>
<td>800</td>
</tr>
<tr>
<td>S</td>
<td>Number of picking stations</td>
<td>3</td>
</tr>
<tr>
<td>Order</td>
<td>Number of orders</td>
<td>100</td>
</tr>
<tr>
<td>P</td>
<td>Number of shelves</td>
<td>480</td>
</tr>
<tr>
<td>V</td>
<td>Robot rated speed (m/s)</td>
<td>1</td>
</tr>
<tr>
<td>t_{pick}</td>
<td>Staff picking speed (person/person)</td>
<td>4</td>
</tr>
<tr>
<td>C_1</td>
<td>No-load cost factor of logistics robot</td>
<td>[0–1]</td>
</tr>
<tr>
<td>C_2</td>
<td>Logistics robot load cost factor</td>
<td>[0–1]</td>
</tr>
</tbody>
</table>

To facilitate this research, orders are simulated and generated according to the characteristics of "small batch, multifrequency" of e-commerce orders. Furthermore, for increasing the data’s authenticity, the products are classified according to the ABC classification method, in which category A products account for 10% of the total, category B products account for 20% of the total, and category C products account for 70% of the total, and the corresponding product quantities are 1-50, 51-150, and 151-550, respectively. In addition, the shelves where the goods are located also correspond to category A product shelves, category B product shelves, and category C product shelves, accounting for 10%, 20%, and 70% of the total, respectively, with the shelf numbers of 1-12, 13-36, and 37-120. The ratio of the three types of goods (a, b, and c) on the shelves is set as 5:3:2. There are 4-8 types of items in each order. For the simulated storage information, type a products are stored on type a shelf, type b products are stored on type b shelves, and type c products are stored on type c shelves. The random storage rules ensure that there is at least one kind of good on each shelf when obtaining the storage location information. For the 100 orders generated by a certain wave, they are processed through the abovementioned order batch process, and the number of each type of order does not exceed \( W = (N/k) \times 150 \% = 50 \). According to the order batching model and algorithm that maximize the average similarity of each picking station and balances the picking station picking times, the order batching results are obtained, as shown in Table II.

Figure 2: Warehouse layout of enterprise A.
To prove the order batching strategy proposed is effectiveness in this article, different orders quantities were selected, which are \( n = 100, 200, 300, 400, 500, 600, 700, 800, 900, \) and \( 1000. \) The picking station with the longest picking time determines the picking efficiency of the entire system. The lower the longest picking time is, the higher the picking efficiency. Therefore, the results of the order batching strategy of this article (considering the order correlation and picking time balance), the order batching strategy considering only the order correlation, and the random batch strategy are analysed with respect to the number of moving shelves and the picking time of the longest picking station.

(1) Contrast analysis of the number of times that a shelf is handled. Fig. 3a is a comparison chart of the number of times the shelves are moved in different orders for different order quantities. As the quantity of orders rises, the similarity between the orders will also increase, and the number of shelves will increase slowly. It can be seen that because of proposing the order batching strategy in this article and the order batching strategy that only considers the order similarity are less than the random order batching strategy, proposing the order batching strategy in this article can greatly reduce the quantity of shelves.

(2) Comparative analysis of the picking efficiency. Fig. 3b is a comparison chart of the picking efficiency for different order batching strategies and different order quantities. As the quantity of orders rises, the picking time becomes increasingly longer. By a comparative analysis with three methods, for the order batching strategy proposed in this article, the longest picking table picking time is the smallest, which can ensure the balance of the picking table picking time, avoid congestion during the robot handling process, and effectively improve the system's picking efficiency.

Figure 3: The number of racking times and the picking time under the three order batching strategies.

6. CONCLUSION

This paper proposes a multi-robot task allocation model and method for an e-commerce unmanned warehouse multi-robot picking system, and simulates and verifies the warehousing picking operations of e-commerce company A. First, regarding the order batching problem, after batching different orders, the comparison of the rack handling times and the picking costs under the strategy validates the effectiveness of the order batching model and algorithm. Next, a description is provided for the order batching problem, and then a two-stage order batching mathematical model is established that considers the order correlation and the picking time balance. In the first stage, the correlation between the orders is defined by the quantity of times that any two orders are moved to the same shelf. A mathematical model that maximizes the sum of the average similarity of each picking station is established. Picking is performed using the picking table to reduce the number of times that a rack is moved. In the second stage, a
mathematical model that minimizes the maximum picking table picking time is established according to the picking time of each picking table to enhance the system’s picking efficiency. Finally, a dynamic clustering algorithm can greatly use to resolve the model.
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